L. Gardini and I. Sushko, Growing through chaos in the
Matsuyama map via subcritical flip and bistability, Chaos,
Solitons and Fractals 124 (2019) 52 -67, https://doi.org/10.1016/
j.cha0s.2019.04.036

Growing through chaos in the Matsuyama map
via subcritical flip bifurcation and bistability

Laura Gardini®, Iryna Sushko®*

@ Department of Economics, Society, Politics, University of Urbino, via A. Saffi 42, 61029
Urbino, Italy
bInstitute of Mathematics, NASU, 3 Tereshchenkivska st., 01601 Kyiv, Ukraine, and Kyiv
School of Economics, 92-94 Dmytrievska st., 01135 Kyiv, Ukraine

Abstract

Recent publications revisit the growth model proposed by Matsuyama (” Grow-
ing through cycles”, Econometrica 1999), presenting new economic interpre-
tations of the system as well as new results on its dynamics described by a
one-dimensional piecewise smooth map (also called M-map). The goal of the
present paper is to give the rigorous proof of some results which were remaining
open, related to the dynamics of M-map. We prove that an attracting 2-cycle
appears via border collision bifurcation, give the explicit flip bifurcation value at
which this cycle looses stability, as well as the explicit coordinates of its points
at the bifurcation value, proving that the flip bifurcation is always of subcritical
type. We show that this leads to the existence of a region of bistability associated
with an attracting 2-cycle coexisting with attracting 4-cyclic chaotic intervals.
This means that the effects of the destabilization of the 2-cycle, related to a
corridor stability, are catastrophic and irreversible. We give also the conditions
related to the sharp transition to chaos, proving that the cascade of stable cycles
of even periods cannot occur. The parameter region in which repelling cycles of
odd period exist is further investigated, namely, we give an explicit boundary of
this region and show its relation to the non existence of cycles of period three.

Keywords: Endogenous growth models, Matsuyama map, piecewise smooth
map, subcritical flip bifurcation, border collision bifurcation, skew tent map as
a normal form

1. Introduction

We consider the growth model proposed by Matsuyama in [13], also called M-
map (for example, by Deng and Khan in [5]). The strength of the model is in its
simple formulation which takes into account the two sources of economic growth,
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namely, via a process of capital accumulation and processes of technical change
and innovation. The dynamics of the model by Matsuyama are represented
by a unimodal map ;11 = ¢(x;) consisting in an increasing function of the

(normalized) capital accumulation given by z;1 = Gxi 7 for x; <1 (related
to the phase without innovation, also called Solow regime) and a decreasing
function z;y1 = Gz /(14 0(x; — 1)) for &y > 1 (representing a Romer regime of
phase of innovation). Thus, the M-map is given by

flz)) =Ga,'~%  if 0<z <1 (Solow regime)
g(xe) = % if z>1 (Romer regime)

i1 = ¢(ar) = { (1)

where G > 0, 0 > 1 and 0 = (1 — %)(1*"). Here, x; represents the ratio
of accumulated capital to cumulative innovation. When the economy has a
relatively small stock of capital (i.e., z; < 1), the economy is in the Solow
regime; there is no innovation and the economy can grow only through capital
accumulation, which is subject to diminishing returns, with the share of capital
in production, (1—21) (which we shall denote by ~ for convenience), being strictly
less than one. When the economy has a relatively large stock of capital (i.e.,
x¢ > 1), then the economy is in the Romer regime; there is active innovation.
The parameter G is the growth potential of the economy. If G < 1, the economy
will eventually stop growing, and remains in the Solow regime forever. If G > 1,
there is a balanced growth path, along which the stock of capital and cumulative
innovation continue to grow at the same rate, and for o < 2 the ratio, z;, remains
constant in the Romer regime. However, the balanced growth path may be
unstable, because innovations may arrive in waves, because the past innovations
discourage innovations more than contemporary innovations. Matsuyama in [13]
shows that the strength of this effect is captured by 6 = (1 — %)(1_”) > 1, which
is increasing in o.

As we recall below, after the appearance of the M-map its dynamics have
been considered in several papers, see e.g. Mitra [15], Mukherji [16], Gardini et
al [7], Deng and Khan [5], and are still not completely understood. Moreover,
besides the growth model as considered in the papers cited above, a new inter-
pretation of a similar growth model has been recently proposed by Sunaga in
[20], motivated by the understanding of why the development of the financial
sector is not always promoting economic growth. To this goal, the author devel-
ops a discrete-time model in which entrepreneurs and financial intermediaries
engage in their respective innovative activities, leading to a map having the
same basic structure as that in [13], except it includes financial intermediaries’
activities. The system is given by

. o(k) { Gk1=% if 0<k<Q )
t4+1 = t) = Gk~ .

(see [20]), where the new parameter ) is related to financial activities. The
system is studied as a model different from the M-map. However, the map in (2)



is topologically conjugate to the M-map, so all the dynamics and bifurcations
are qualitatively the same. In fact, via the following change of variable and
redefinition of the parameter:

k=h(z)=Qx, G=GQ =~ (3)

the M-map in (1) is obtained, that is: ¢(x) = h~! o ® o h(x). Clearly now both
the state variable z (z = h=!(k) = k/Q) and the parameter G depend on the
financial parameter €.

Thus, stimulated from the various economic significance of the model, and
the several open questions related to the properties of the M-map, we propose
new results on the dynamics of this system. That is, the goal of this work is
to give a detailed explanation of the bifurcation mechanisms occurring in the
M-map which are not yet well clarified.

Recall that in terms of dynamical system theory, a bifurcation occurs when
an infinitesimal change in the value of some parameter of a system causes a
qualitative (topological) change in its dynamic behavior. The bifurcations oc-
curring to a steady state, or fixed point, may be classified according to the
qualitative changes in the local dynamics (i.e. in a neighborhood of the steady
state). This is a general theory well developed for smooth systems. The flip
bifurcation and pitchfork bifurcation are mainly known in their supercritical
occurrence. However, both may occur in the subcritical form, which is of par-
ticular type, as described below for the flip bifurcation, occurring in the system
here investigated, which also has the peculiarity to be not smooth.

The limitations of smooth dynamical systems was already evidenced by Bau-
mol and Benhabib in [2], an early survey of chaotic dynamics in economics, and
nowadays it occurs more and more often that an economic model is described
by a nonsmooth system, for which different kinds of bifurcations may occur. In
nonsmooth systems, when a kink point exists at which the function defining the
system changes abruptly, bifurcations may occur called border collision. This
happens when an invariant set, as a cycle of any period, has a point which
merges with the kink point (the point = 1 in our system), colliding with it. In
such a case it is more difficult to classify the dynamic effect of the bifurcation.
However, when the invariant set undergoing border collision is a k—cycle, then
it is possible to use the skew tent map as a border collision normal form (as we
shall recall in the following), applied to the k—th iterate of the system.

Also recall that in the theory of dynamical system, the set of initial condi-
tions that converge to an attractor (that is, an attracting invariant set, such as
an attracting steady state, an attracting period-2 cycle, a chaotic attractor, etc.)
is called its basin of attraction. While the set of initial conditions converging
to an invariant set which is not attracting (such as an unstable steady state, an
unstable period-2 cycle, etc.) is called its stable set.

Coming back to the piecewise smooth system (1) of interest, recall that as
shown in [13], the steady state x* of the M-map is attracting in the Solow
regime (z < 1) for 0 < G < 1, at G = 1 it merges with the kink point z = 1
(so it undergoes a border collision bifurcation) and for G > 1 the steady state



x* belongs to the Romer regime (x > 1). For G > 6 — 1 it is attracting and,
decreasing G, it becomes unstable at G =6 — 1. For 1 < G < 6 — 1 there exist
dynamics which are alternating between these two phases leading to a higher
growth than that associated with the steady state.

Chaotic dynamics can occur. The condition of the first homoclinic bifurca-
tion of the fixed point z* in the Romer regime has been considered by Mitra in
[15].

The flip bifurcation of the fixed point z* in the Romer regime (at the bi-
furcation value G = 6 — 1) is not a standard one. This degenerate bifurcation
has been investigated by Mukherji in [16], together with a sufficient condition
for the stability of a 2-cycle, and a sequence of period doubling bifurcations was
conjectured to exist.

The effect of the border collision bifurcation of the steady state x* when
(from attracting in the Solow regime) at G = 1 it merges with the kink point
xz = 1 and then, for G > 1, enters the Romer regime, has been shown in
[7]. For 1 < o0 < 2 as G increases through 1 the steady state from globally
attracting in the Solow regime becomes globally attracting in the Romer one.
For o > 2 as (G increases through 1 the steady state in the Solow regime loses its
stability and becomes unstable in the Romer regime. After this border collision
bifurcation the dynamic behavior is characterized by one of the following kinds
of asymptotic behaviors, depending on the value of the parameter o: i) a stable
cycle of period 2; ii) a robust k—cyclic chaotic attractor with k =4 or k = 2 or
k=1

Although the dynamics may be chaotic, Deng and Khan in [5] have shown
the non existence of 3- and 5-cycles in the parameter range of interest, while
it is given numerical evidence of the existence of a 7-cycle, which is thus the
smallest possible period of a cycle of odd period occurring in the M-map.

Besides the results here summarized, the problems listed below are still open.

P1 Is it true that with decreasing G an attracting cycle of period 2 always
appears at the degenerate flip bifurcation of the fixed point x* in the
Romer regime (at G =6 —1)7

Indeed, numerical examples show the existence of a stable 2-cycle whose
states are alternating between the Solow and Romer phases, but only examples
and sufficient conditions have been given, so it is unclear if this is always the
case. This is also a global bifurcation corresponding to the border collision
bifurcation (with & = 1) of a 2-cycle and it may lead to a 2-cycle or to a 2F-
cyclic chaotic attractor for k& > 1 (as described in [21]). We shall prove that
for any o > 2 an attracting 2-cycle necessarily appears crossing the bifurcation
at G = 6 — 1. That is, either the unique steady state in the Romer regime is
globally attracting, or fluctuations between the Solow and Romer regimes occur.

P2 At which parameter values the stable 2-cycle becomes unstable? And
which kind of bifurcation is it?

Indeed, the flip bifurcation of the 2-cycle of the M-map has never been
determined so far, the attracting 2-cycle may become unstable via a border



collisions bifurcation or via a smooth flip bifurcation, sub- or supercritical. In
[16] besides a sufficient condition for the stability of the 2-cycle it is argued
that when it becomes unstable, attracting cycles of period 2™ for n > 1 can
exist. Differently, in [7] it is conjectured that when the 2-cycle is unstable,
attracting cycles of period 2" for n > 1 cannot exist, and that the asymptotic
trajectories belong to 4-cyclic chaotic intervals. Here we give the explicit value
of the parameter G at which a smooth flip bifurcation of the 2-cycle occurs, and
the explicit expression of the periodic points of the 2-cycle. This also allows us
to prove that it is of subcritical type.

P3 Is it possible the existence of an attracting 4-cycle? At which parameter
values chaotic dynamics exist?

Proving that the 2-cycle undergoes a subcritical flip bifurcation, we also
show that a repelling 4-cycle must appear (decreasing G) before such a flip
bifurcation. The investigation of the possible mechanisms of the appearance of
the 4-cycles leads to the conditions for which attracting cycles of period 2" for
n > 1 cannot exist. The occurrence of a subcritical flip bifurcation of the 2-cycle
results in coexistence of two attracting sets, and we give the explicit conditions
for which the 2-cycle and 4-cyclic chaotic intervals coexist. So, no stable 4-cycle
exists, and chaotic dynamics appear when the 2-cycle is still attracting.

So, we show that as G decreases, stable fluctuations between the Solow and
Romer regime always occur. These two-cyclical fluctuations become more com-
plicated soon after the flip bifurcation of the 2-cycle. Since the 2-cycle looses
stability via a subcritical flip bifurcation there is coexistence between an attract-
ing 2-cycle and 4-cyclical chaotic fluctuations between the two regimes. That
is, still when the 2-cycle is locally attracting, chaotic fluctuations occur, which
are coexisting with the regular oscillations. The basins of the two attracting
sets are separated by an unstable 4-cycle. This implies corridor stability, to
use the terminology introduced by Leijonhufvud in [9] . That is, the 2-cycle is
locally stable but globally unstable so that small shocks can be absorbed but
not large ones. Recall that, as remarked in Benhabib and Miyao [3], see also in
Matsuyama et al. [14], corridor stability is another implication of nonlinearity.
Its occurrence evidences that only the local stability of a steady state or a cycle
may be misleading in interpreting the dynamic behavior in a neighborhood of
the invariant set. Moreover, as we describe later, when the 2-cycle loses its local
stability via a subcritical flip, the effects are catastrophic and irreversible.

Other problems are related to the parameter ranges in which the system is
(becomes) chaotic in a unique interval including the unstable steady state.

P4 In which range of the parameters is the fixed point z* homoclinic?

Regarding the bounded chaotic dynamics which can exist involving the fixed
point z* in the Romer regime of the M-map, to our knowledge the first sufficient
conditions were given by Mitra in [15]. It is shown that in a unimodal map,
an invariant set in which the map is chaotic exists when ¢*(1) < z* which
corresponds to the existence of homoclinic orbits of the fixed point z* (and z*



is also called a snap-back repeller, after Marotto [12], see also [8]). In [7] it is
given the exact value of ¢ at which this homoclinic bifurcation of the snap-back
repeller, defined by ¢3(1) = z*, can occur. However, the equation is given by
an implicit function, so that it is difficult to estimate when this first homoclinic
bifurcation of the fixed point occurs. Here we give a strict estimate for that
condition, proving that repelling cycles of odd period can occur only in a narrow
region of the parameter plane of interest.

P5 TIs the condition ¢3(1) > 1 sufficient to state the non existence of a 3-cycle
in the M-map?

In [5] it is shown that 3-cycles and 5-cycles cannot exist in the M-map.
However, the nonexistence of 3-cycles was already argued in [13] although the
argument, represented by the condition ¢3(1) > 1, was not developed. Here
we show that indeed for the M-map that condition is enough to prove the non
existence of 3-cycles.

Summarizing, the content of the paper is as follows. In Section 2 we recall
some results on the M-map and the parameter range of interest. In Section
3 we prove that the degenerate flip bifurcation of the fixed point z* in the
Romer regime occurring at G = 6 — 1 leads always to an attracting 2-cycle
with periodic points z; and zg in the two regimes (Theorem 1). In Section
4 we prove (Theorem 2) that the smooth flip bifurcation of the 2-cycle is of
subcritical type, giving the explicit bifurcation value G = G% (necessarily for
any o > o4 ~ 3.825) as well as the explicit expression of the two periodic points
xr, and xg. The occurrence of a subcritical flip bifurcation of the 2-cycle implies
the appearance of a repelling 4-cycle before the flip bifurcation. Such a repelling
4-cycle may be associated either with a smooth fold bifurcation or directly with
the BCB which must exist and related to the implicit equation ¢*(1) = 1, and
thus to a range with bistability. In the same section we show, by using the skew
tent map as a normal form, when the BCB of a 4-cycle leads to 4-cyclic chaotic
intervals (Theorem 3) and give an explicit interval which includes the bifurcation
value (Theorem 4). In Section 5 we prove a strict range, in the parameter plane
(G, ), for the occurrence of the first homoclinic bifurcation of the fixed point
x* showing that for any value of o (and necessarily o > o7 ~ 21.231) the
bifurcation occurs for G in the interval (1,1.15) (Theorem 5). In Section 6 we
prove in Theorem 6 that due to the properties of the M-map, the condition
#3(1) > 1 (which always holds) leads to the non existence of 3-cycles. Section
7 concludes, while some details of the proofs are relegated to the Appendices.

2. Preliminaries

In this section we recall from [7] some results of the M-map and of the
functions f(x) and g(x) defining it, which characterize the left and right regimes
(with respect to the kink point = 1, L side and R side, for short), respectively
and, in particular, the result of the border collision bifurcation (BCB for short)
occurring to the fixed point z* when it crosses the kink point © =1 (at G = 1).



The M-map is defined in (1), where § = (1 — 1)(1=9) and & > 1. We also
introduce v = (1 — %) for our convenience. We are interested in the values of
the parameters belonging to the parameter plane (G, o) for

a>2@07:u—§nxoan,azﬁkﬂe(z@)md1<0gw_n(@

Note that for 1 < o < 2 the fixed point of the map is always globally
attracting (in = > 0), for G < 1 it belongs to the L side (Solow regime) while
for G > 1 it belongs to the R side (Romer regime). Differently, for any o > 2
the fixed point in the Romer regime (for G > 1) given by

(G-1)
0

is globally attracting only for G > (# — 1). This can be immediately seen from
the expression of the first derivatives of the map in the two regimes, and the
kind of monotonicity in the two regimes. In fact, the involved functions are
both monotone: f(z) is increasing and concave (in [0, 1]):

=1+

F(@) = Gre# >0, f/(5) = Gy~ D)+ =~ f(x) <0

g

while g(z) is decreasing and convex (in [1, G]):

GO —-1) 20G(6 —1)
/ i S " __v=v=4
@)=~ —np <~ W= g —np
The inverse functions are given by:

_1 _ Y L ~1 B y(0—1)

We shall also use the following expressions:

f) =2 @), fa) = @) = @) ()

0—-1)

gl(x) = —mg(@ (6)
1 B 20 , B 2000 — 1)
g'(z) = *mg (z) = mg(@

It is immediate to see that for G > 1 the asymptotic dynamics of the map
belong to the absorbing interval [g(G), G] to which it is possible to restrict the
analysis: due to the monotonicity of f(x) each point in (0, ¢(G)) is mapped
into the absorbing interval in a finite number of iterations, and this absorbing
interval is invariant for map ¢(x).

An example of the M-map when the fixed point belongs to the Romer regime
is shown in Fig.1a.
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Figure 1: In (a) graph of the M-map and the absorbing interval [g(G),G] for ¢ = 10 and
G = 1.5. In (b) 2D bifurcation diagram in the plane (G, o).

At a fixed value of o, increasing the parameter G the stable fixed point in
the Solow regime collides with the kink point z =1 for G = 1.

This means that the economy neither grows nor stays stationary, it is into
a divided state characterized, in formal terms, by a switching border. The
economy is just in a critical point, from which it may develop to either a growth
path (cyclical or chaotic) or to a stationary state, depending on the value of
o determined by the economic policy. For any ¢ > 1 the result of this border
collision in the dynamic behavior is summarized in the following theorem, proved
in [7], by using the skew tent map as a normal form (see also Appendix A).

Theorem (from [7]). The border collision bifurcation of the fized point x* =
1 of the map ¢ given in (1), occurring at G =1 for any o > 1, gives rise to an
e attracting fived point x* in the Romer regime if 1 < o < 2;
attracting cycle of period 2 if 2 < o < o4 ~ 3.825;
attracting 4-cyclical chaotic intervals if o4 < 0 < 09 ~ 6.123;
attracting 2-cyclical chaotic intervals if o9 < 0 < o1 =~ 21.231;
attracting chaotic interval if o > o;.

The normal form of the border collision bifurcation of a fixed point occurring
in one-dimensional piecewise smooth maps (a detailed description of which can
be found in [22]) is recalled in Appendix A, since it is used also in Section
3 to prove the outcome of the degenerate flip bifurcation of the fixed point
x*occurring at G = (6 — 1), as well as in Section 4 to prove the result of the
BCB of a 4-cycle.

There are bifurcation curves issuing from the particular points of the straight
line G = 1 in the 2D parameter plane (G, o), whose equations are known in
implicit or explicit form. The curve G = (§ — 1) is issuing from the point
(G,0) = (1,2), see Fig.1b. From the point (G, o) = (1, 04) the BCB curve of a 4-
cycle G = G4(o) of implicit equation ¢*(1) = 1 is issuing. From (G, o) = (1,05)
the curve G = G3(0o) of the first homoclinic bifurcation of the 2-cycle is issuing,
of implicit equation ¢*(1) = xx where xy is the periodic point of the repelling
2-cycle on the right side. Issuing from (G, o) = (1,01) is the curve G = G1(0o)



of the first homoclinic bifurcation of the fixed point x*, of implicit equation
¢ (1) = x*.

The colors represent the results obtained numerically about the asymptotic
behavior, and thus about the attracting set of the M-map. We can see the
region between the curves G = (6 — 1) and G = G4(0) related to an attracting
2-cycle. Indeed at this scale of the figure this is the result that can be numerically
observed. However, as already remarked in the Introduction, the flip bifurcation
of the 2-cycle is a new result leading to a curve of equation G = G5(0) (given
explicitly in Section 4), and also this curve is issuing from the point (G,o) =
(1,04) but at the scale of Fig.1b it cannot be distinguished from the other curve,
we shall come back to this point in Section 4.

One more property, already proved by Matsuyama in [13] (and recalled in
Appendix B), is that for any G > 1 each point of the absorbing interval [¢(G), G|
on the left side, i.e. in x < 1, is mapped to the right side in one iteration. This
follows from

Property 1 ([13]). Let G > 1, then ¢3(1) = f(9(G)) > 1.

3. Degenerate bifurcation of * leading to an attracting 2-cycle

Consider the fixed point 2* =1 + @ for G > 1. From ¢'(z*) = 7(681)
it is immediate to see that —1 < ¢'(z*) < 0 for G > (6 — 1), and the fixed
point is attracting, while ¢’(z*) < —1 for G < (6 — 1), and the fixed point is
repelling. As already noticed in [16], the flip bifurcation occurring at G = 6 — 1
is not a standard flip bifurcation (supercritical or subcritical). It is of degenerate
type (as described in [21]). Recall that by the flip bifurcation theorem, to have
a super- or subcritical flip bifurcation, the condition of non zero Schwarzian
derivative must be satisfied (or, equivalently, the third derivative of the second
iterate must not be zero). The Schwarzian derivative is zero iff the function
is topologically conjugate to a linear or linear-fractional function (see e.g. [4]).
The function g(z) is linear-fractional, thus a standard flip bifurcation the fixed
point z* cannot occur. In fact, considering the branch of the second iterate
¢?(x) to which the fixed point belongs, given by

G?z

Hiw) =900t = a1+ 712

and defined in the interval [1,g~'(1)] = [1, 2=%], for which clearly 2* is still a
fixed point (H(z*) = z*), we can see that three fixed points are not allowed.
As g(x) also H(zx) is a branch of hyperbola, and the equation H(x) = z for
G # (0 — 1) is satisfied only by z = 0 (outside the region of interest) and
x = x*. Thus, the bifurcation occurring at G = (6 — 1) is not a standard one.
Moreover, at the bifurcation value, substituting G = (§ — 1) in the expression
of H(x) = g*(x) we can see that it reduces to the identity function, H(z) = =,

which means that all the points of the interval [1, G] are fixed, that is, all the



points in this interval different from z* are 2-periodic for map ¢(z) (stable but
not attracting).

Regarding the other points of the interval (0, 1), at this bifurcation it is easy
to see that each point is mapped into the absorbing interval [¢(G), G| = [1, G]
in a finite number of iterations, thus becoming 2-periodic or fixed (such points
are also called pre-periodic), and thus the iterates of ¢™(z) as reported in [5] are
not only useless but can be misleading. In fact, what matters are the preimages
of the kink point = 1 on the left side, i.e. _,, = f~"(1), for n > 1 (preimages
which are accumulating to x = 0, repelling fixed point of f(x)). So any initial
condition in the interval [z _,,z_(,—1)) (where z_o = 1) is mapped into the
absorbing interval in n application by f(x), and becomes periodic, but only in
the Romer regime.

What is now to be proved rigorously is which kind of dynamics of the M-
map ¢(z) occurs for G < (0 — 1), in the absorbing interval [¢(G), G|, after the
degenerate flip bifurcation, when the fixed point x* is repelling. The degenerate
flip bifurcation of the fixed point z* described above may be considered as a
global bifurcation (not a local one), since the prediction of what occurs after
the bifurcation is not the result of a local analysis. This depends on the global
properties of the map, since the 2-cycle at the border points of the invariant
segment [1,G] of ¢(z) can also be interpreted as a 2-cycle undergoing a BCB.
That is, considering this bifurcation as a BCB of a fixed point of ¢?(z) merging
with = 1 at the bifurcation value, we can use the skew tent map as a border
collision normal form, obtaining the rigorous answer to what may happen (in the
same way that the rigorous answer was given for the border collision bifurcation
of the fixed point z* at G = 1, as a function of o).

Consider ¢?(x) at the bifurcation value G = (6 — 1). The point = = 1 is
a local minimum of ¢?(z), and it is also a fixed point of ¢?(x), both for the
function defined on the right side, g o g(x) (which is the identity function, with
slope equal to 1) and of the function go f(z) on the left side, since go f(1) = 1.
So the first derivatives of the function ¢?(z) in z = 1 are 8 = ‘L go f(z)|,=1 <0
on the left side and o = d%g 0 g(z)|z=1 = 1 on the right side. Since in z =1 we
have a local minimum of ¢?(x), we use the skew tent map in the form reported
in (23) in Appendix A, for which 8 and « represent the slopes on the left and
right side, respectively.

By the chain rule, we have 8 = g0 f(2)l.—1 = ¢/(f(1))f'(1) = ¢/(G)F'(1)

and by using f'(1) = Gv, ¢'(G) = —% we get, at the bifurcation
2
G=(0-1),9(G) =~ [raty| =—d thus

Since for any admissible value of o, o > 2, we have 6 € (2,¢e), thus 0 < ﬁ <1
and v € (0.5, 1), it follows that it is always —1 < 8 < 0. From the normal form
theory (see Fig.10 in Appendix A at o = 1) we can state that the bifurcation
leads to a stable fixed point of ¢?(z), that is, an attracting 2-cycle of ¢(x). So the

10



degenerate flip bifurcation of the fixed point z* leads always to the appearance
of a stable 2-cycle with symbolic sequence LR, whose periodic points we denote
by xr and zr. We have so proved the following

Theorem 1. For any fized value of o, o > 2, the degenerate flip bifurcation
of the fized point x* of the M-map ¢(x) occurring at G = (0 — 1) leads, with
decreasing G, to an attracting 2-cycle with symbolic sequence LR.

Notice that this is a peculiar property of the M-map. Considering for exam-
ple the increasing function z,,, = Gz} (in place of Gz}) for z; < 1 (in (1)), it
can be rigorously proved that no stable cycle of period 2" for n > 1, can exist:
When the fixed point in the Romer regime becomes unstable at the bifurcation
occurring at G = 6 — 1, the asymptotic trajectories belong to cyclic chaotic
intervals. In fact, the derivative on the left side in = 1 becomes 4yG which
leads to = —94_71 < —1, so that, depending on the value of 3, from Fig.10
in Appendix A at a = 1, the bifurcation leads always to chaotic intervals, i.e.
2" —cyclic chaotic intervals for n > 1 or a unique chaotic interval for the map
¢?(z), which means 2" —cyclic chaotic intervals with n > 1 for ¢(z).

4. Subcritical flip bifurcation of the 2-cycle and BCB of 4-cycles

As we have seen in the previous section, in the M-map a regime in the
parameter space (G, o) with an attracting 2-cycle always exists. Still unclear was
the mechanisms through which the 2-cycle becomes unstable. The statements
reported in [7] on the 2-cycle and 4-cycles are conjectures based on the graph of
the map and its iterates. It is argued that also for the 2-cycle a degenerate flip
bifurcations may occur, related to the BCB of a 4-cycle, and to the appearance
of 4-cyclic chaotic intervals. It is shown in [21] that such a degenerate bifurcation
can occur in maps which are locally topologically conjugate to a linear or linear-
fractional map, and close to the bifurcation value the second iterate ¢?(z) and
the fourth iterate ¢*(z) involved in the points of the 2-cycle have a graph which
suggests that such a topological conjugacy may be possible. Given that the
flip bifurcation value of the 2-cycle was not detected explicitly, it was difficult
to verify that point. Here we succeed in determining the explicit value of the
parameters at which the flip bifurcation of the 2-cycle occurs, and the explicit
expression of the periodic points of the 2-cycle. This allows us to demonstrate
that it is a smooth flip of subcritical type. Notice that this implies that a
repelling 4-cycle must exist ”before” the flip bifurcation of the attracting 2-
cycle (i.e. when it is still attracting), and must disappear ”after”, leaving a
repelling 2-cycle. In this section we also investigate the appearance of such
repelling 4-cycle, as well as the occurrence of bistability. We give the condition
leading to two coexisting attracting sets given by the 2-cycle and 4-cyclic chaotic
intervals. This is related to the BCB occurring when the condition ¢*(1) = 1
holds, and we give an explicit interval bounding this bifurcation value (denoted
G = G4 in Section 2).
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4.1. Flip bifurcation of the 2-cycle

The local stability of the 2-cycle existing for G < (f — 1) can be investigated
evaluating the derivative f'(x1)¢'(zg). Considering the branches of the second
iterate ¢?(z) for which the 2-cycle leads to z;, and zg as fixed points, we can
see that the decreasing functions are convex. Indeed, for the function

G2z

T 1460(Gar —1) @

Frp(z) =go f(z)
defined in the interval [g(G), 1], whose fixed point corresponds to zp,, we have

Fip(x) =g (f()f'(2) <0 and F/g(z) = g"(f (@) (f'(2))*+4'(f (2)) f"(z) > 0.

Similarly it can also be shown that the other function Fry(z) = fog(z), defined
in the interval [g~1(1), 1], whose fixed point corresponds to z g, is decreasing and
convex.

Since the eigenvalue of the 2-cycle is negative, it may undergo a flip bifur-
cation, related to a 4-cycle. In Fig.2 besides the map ¢(x) it is also shown the
graph of the fourth iterate ¢*(z) for which z; and zr are fixed points (besides
x*), but now with positive slopes of the related branches of ¢*(z). In Fig.2a
we can see that the 2-cycle is attracting, while in Fig.2b we can see that the
2-cycle is repelling, and also that a 4-cycle exists (moreover, from the slopes we
can also say that it is repelling).

1.4 Glz G
) P Xp (e 4 !
Pix) Xz
/ Ny
x*
<
T;
L /Ty ¢
Xz
2(G) 1 @) x 14 2(G) 1 (b) X 1.2

Figure 2: Graph of ¢(z) and of ¢*(z) for & = 50 and (a) G = 1.4; (b) G = 1.2.

In simple cases we can detect from the graph when the 2-cycle is attracting
or repelling, because comparing with the diagonal we can see when the graph
of ¢*(z) in the fixed points is crossing the diagonal from above to below (that
is, with positive slope < 1) as in Fig.2a (thus showing an attracting 2-cycle) or
vice versa from below to above the diagonal as in Fig.2b (that is, with positive
slope > 1, thus showing a repelling 2-cycle).
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For any fixed value of o (0 > 04) decreasing G from (6—1) let us define as G5
the value of G at which the flip bifurcation of the 2-cycle occurs (i.e. at G = G5
it is Fy p(z) = ¢'(zr) f'(zr) = —1, as well as F; (z) = f'(z1)g'(zr) = —1).

Recall that a standard smooth flip bifurcation of a fixed point T of a map
F(x) of supercritical type leads to an attracting 2-cycle close to the unsta-
ble fixed point, while a flip bifurcation of subcritical type is associated with a
repelling 2-cycle close to the stable fixed point and merging with it at the flip
bifurcation. At the bifurcation value only one fixed point exists, attracting when
the bifurcation is supercritical, repelling when it is subcritical. It is also known
that in order to see which kind of flip bifurcation occurs (supercritical or sub-
critical) we can consider the second iterate, T'(z) = F?(x), for which the fixed
point T has positive slope, and undergoes a pitchfork bifurcation (supercritical
or subcritical), which can be investigated via the third derivative of the function
T(x) (see [19]). That is, if at the bifurcation value it holds that 7" (z)|z > 0
(resp. < 0) then the flip bifurcation is of subcritical (resp. supercritical) type,

as qualitatively shown in Fig.3.
> /
()

X > X ¥
super sub
(a)

Figure 3: Qualitative representation of a pitchfork bifurcation of a fixed point T of a map
F(z), which is supercritical in (a) and subcritical in (b). For the flip bifurcation of a fixed
point, it is related to the second iterate of the map.

Let us now characterize the flip bifurcation of the 2-cycle of the M-map with
the following result:

Theorem 2. For any fized value of o, o > oy, the flip bifurcation of the 2-cycle
occurs for G = G% where

G;={(9—W (1;”)} )

the 2-cycle is given by

0—-1)1 s(1
TR = -1+ )6( ) s wp =g(zR) = GQ(QJ ) (9)
and the flip bifurcation is of subcritical type.

Proof. Considering the point xg of the 2-cycle, fixed point of the function
Frrp(z) = f o g(x), the bifurcation occurs when Fp,; ()]s, = —1. Thus, at the
bifurcation we have that the two following equations hold:

fog(zr) = 2R
{ f'(9(xr))g (zr) = —1 (10)
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Since (by using (5) and (6))

(@) = flgla)) 101

/ / _ Y *(9*1)
F(9(@)g (@) = —= f(g(a))- T 0@=1)

g(x) [1+0(z - 1)]
from the second equation in (10) we have

—(0-1)

Al +0@n—1] "

fg(zr))

and considering the first equation in (10) (i.e. substituting zr to fog(xr)) we
get
20 —1) =1+ 0(er — 1)

that is, zg = W, as reported in (9), and then its image x;, immediately

follows.
Since the point xz does not depend on the value of GG, from the first equation
in (10) we can obtain the bifurcation value of the parameter G. Considering the

5
function Fgr(z) =G [ﬁ] we have:

1+0(z—1)
G{ER v
G —_— =
{1+emR—1ﬂ o
Gl‘R v
G _— =
[vw—lﬂ o
G = x}{”ﬁ(& - 1)
and substituting zp = W :

V(AN -1)

1+y _
G B e(1—v)

from which the result (8) on the bifurcation value follows.

In order to show which kind of flip bifurcation occurs, we can consider the
derivatives of the function Ty (z) = FZz(z) = go fogo f(z) (or equivalently
of F2,(x) = fogo fog(z)). In fact, as we have shown in the qualitative Fig.3
associated with a flip bifurcation, and recalled above, if at the bifurcation value
it is T7"(x)|z, > 0 (resp. < 0) then the flip bifurcation is of subcritical (resp.
supercritical) type. In Appendix C the computations are reported which show
that T}/ (x)|;, > 0 thus proving that always a subcritical flip bifurcation of the
2-cycle occurs.l]

Let 03 be the value of o related to the point at which the curve G = G5(0)
intersects the vertical line G = 1 in the two-dimensional parameter plane. Then
o5 is the value of o at which it holds

1
147 7

(0 —1)y" (9> =1 (11)
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Since the bifurcation of the fixed point at G = 1 leads to a single value
o4 ~ 3.825 it must be o4 = o3 (that is, at 0 = o4 it is G5 = G4 = 1). Notice

that assuming G5 = 1 the point x;, of the 2-cycle in (9) leads to x, = (1%77),

5
thus zg = f(zr) = (%) so that, from the point zg in (9), it must be

1+4\" (O-1D(1+7)
( o ) = (12)

and after some algebraic steps, considering v = 1 — %, it can be seen that
(11) holds iff (12) holds, confirming that G5 = 1. Considering that when the
parameter G is equal to 1 the absorbing interval [g(G), G] shrinks to the unique
point z = 1, we have that the periodic points in (9) must also shrink to the

same point, thus
(0—1)(1+9)

0
which lead to (§ — 1)y = 1, that is:

1+~

1
Oy

=1,

(VT -1y =1

and this equation is satisfied for o = o4 (as in fact ¢*(1) = 1 is also satisfied).
This proves that the curves of equation G = G5 and G = G4 are issuing
from the same point (1,04) of the two-dimensional parameter plane (G, o).

4.2. Appearance of 4-cycles

So the subcritical flip bifurcation of the 2-cycle at G = G% leads to the
question of when the first 4-cycle of ¢(z) appears since decreasing G from (6 —1)
a repelling 4-cycle must exist before the value G5.

Notice that decreasing G, as long as ¢*(G) < G (or equivalently ¢*(1) < 1)
the graph of ¢* in the absorbing interval consists in only five branches, since
only three preimages of x = 1 belong to the absorbing interval, giving the
kink points of the function ¢*(x) besides z = 1 (i.e. g71(1), g72(1), ¢g~3(1)),
as shown in Fig.2a. The rightmost branch of the function ¢*(x) (given by
F}z%(x) = fogo fog(x)) as Well as’the leftmost branch (given by T (xz) =
F7p(z) = gofogof(x)), are the increasing branches related to the 2-cycle. When
¢*(G) = G occurs, which also corresponds to ¢*(1) = 1, we have necessarily a
4-cycle undergoing a BCB. In fact, a 4-cycle exists, given by

{1,G,9(G), f(9(G))} (13)

and it is at a border collision since one periodic point is x = 1. Decreasing
G further, two more kink points of ¢*(z) (from the preimages of z = 1) exist
inside the absorbing interval leading to two more branches of the function ¢*(x)
in [¢(G),G], as can be seen in the example in Fig.2b. The new branches, g% o
f o g(x) on the rightmost side and g* o f(x) on the leftmost side (see Fig.2b),
are decreasing and necessarily both have a fixed point, leading to the existence
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of a 4-cycle of the M-map with symbolic sequence LR3. Notice that in the case
shown in Fig.2b only one 4-cycle exists since it is after the subcritical flip of
the 2-cycle (thus one more repelling 4-cycle disappeared at the subcritical flip
bifurcation).

So decreasing G' we know that a 4-cycle exists at the border collision rep-
resented by the implicit equation ¢*(1) = 1 (and we have already defined as
G = G4 the value of G at which this BCB occurs) and after, for G < G4. Thus
we are interested in the two branches of ¢*(1) on the left and right side of the
kink point x = 1, given by

Tr(z) =go fogo f(x) and Tr(z) = go fogog(x) (14)
and to the slopes of these functions evaluated in the kink point, say
o =T} (0)lat > 0 and § = Th()|s—1 < 0 (15)

The appearance of 4-cycles of map ¢(x) may occur via smooth fold bifur-
cation or via fold BCB. Consider the monotone increasing branches of ¢*(x)
related to the fixed points associated with the 2-cycle. We can fix the reasoning
on the leftmost branch, 77 (x), defined in the interval [¢(G), 1], as qualitatively
shown in Fig.4.

Case-1 Case-Il
Px) T . $*x)
R
T,
X7 L Xy 1R
G 1
2(G) @ 1 X 2(G) ®) X

Figure 4: Qualitative scenario related to the leftmost branch of ¢*(z), the branch Tp(z), of
the bifurcation leading to the appearance of the first 4-cycle (a) via a smooth fold bifurcation
(Case-I); (b) via a fold BCB (Case-II).

Case-I (smooth fold). If a pair of 4-cycles appears via smooth fold bifur-
cation, say at G = G} > G5, then at the occurrence of the border collision the
4-cycle merging with = 1 (decreasing G at G = G4) must be attracting, i.e.
its eigenvalue o must be a < 1, as qualitatively shown in Fig.4a. While the re-
pelling 4-cycle is involved in the subcritical flip (and in this case the subcritical
flip may occur for G5 < G4 or G5 > Gy).

Case-II (fold BCB). Differently, the 4-cycles may appear via fold BCB,
at G = G4 > G (leading to a pair of 4-cycles with symbolic sequence LR? and
LRLR) as qualitatively shown in Fig.4b. In such a case, since on the left side
the function T (x) approaches the collision from below, the fixed point (and
thus 4-cycle) appearing on the left side of £ = 1 must be necessarily repelling,
that is, it must necessarily be o« > 1 at the bifurcation and « > 1 after.
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Recall that in both cases the result of the BCB at G = G4 depends on the
value of both derivatives of the function ¢* in x = 1, given in (15), (G4, o)
on the left side of z = 1 and B(G4,0) on the right side. In particular, the
stability /instability of the fixed point in = > 1 existing after the bifurcation
(4-cycle for ¢ with symbolic sequence LR?) depends on the branch of ¢* on the
right side of x = 1, the function Tgr(z) in (14).

From Theorem 2 we have the explicit bifurcation value G = G%, and in Fig.5
we have plotted the values of ¢*(1) at G = G% as a function of o. This value
is always very close to 1 but higher than 1, which means that at G = G% it is
¢*(1) > 1, that is, the BCB has already occurred, leading to

G;<G4

and this whichever is the bifurcation leading to the appearance of the first pair
of 4-cycles (i.e. in Case-I via smooth fold or Case-II via fold BCB).

1+&

#1)

Ty 9 100

Figure 5: Values of ¢*(1) at G = G3 as a function of o up to 100, showing that it is always
G3 < G4, e =10""%

Let us now characterize the result of the border collision occurring at G =
Gy4. As recalled above, for any o > o4, when ¢*(1) = 1 occurs there exists a
colliding 4-cycle, given in (13), i.e. {1,G,g(G), f(9(G))}. The point z =1 is a
fixed point of the two different components of ¢*(x), at the two sides of x = 1,
that is, both of the function Ty (z) and Tg(x) in (14). The first derivatives
a(Gq) = T[(2)]|z=1 > 0 and B(G4) = Tx(z)|s=1 < 0 are those characterizing
the effect of the bifurcation, via the skew tent map as normal form, and since
x = 1 is a local maximum, we use the skew tent map in the form reported in
(22) in Appendix A. In the following Property we give the explicit expressions
of these derivatives.

Property 2. For any fized value of o, 0 > o4, consider the border collision
bifurcation of the 4-cycle {1,G, g(G), f(g(G))} occurring at G = Gy, then

\A2(h _
(60 = T30 = G i 1) (16)
B(G4) = Tlli(x”m:l = _CY(G4)6 —1 (17)

So we can now detect the result of the BCB of the 4-cycle, showing the
conditions for which it leads directly to 4-cyclic chaotic intervals of the map, so
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that the border collision leads to the sudden appearance of all the harmonics
related to the 2-cycle, since it proves that all the cycles with even periods 2"
for n > 1 exist after the bifurcation and are unstable.

Theorem 3. For any fired value of o, o > o4, consider the border collision
bifurcation of the 4-cycle (13) occurring at G = G4 and the derivatives in (16)
and (17).

If Case-II occurs (a(G4) > 1), then the bifurcation leads to 4-cyclic chaotic
intervals of the M-map ¢(x), and for G € (G5, Gy4) there is coexistence of an
attracting 2-cycle and attracting 4-cyclic chaotic intervals of the M-map ¢(x);

If Case-I occurs (a(G4) < 1) and S(G4) < 7%;(;)(@), then the bifurca-
tion leads to 4-cyclic chaotic intervals of the M-map ¢(x);
If Case-I occurs (a(G4) < 1) and 61(67'4)(%)1/2 > 1, then the bifurcation

leads to 4 - 2™-cyclic chaotic intervals of the M-map ¢(x) for some n > 0.

Proof. Recall that if the border collision bifurcation occurs with a cycle
born by fold BCB (Case-II) then it is a(G4) > 1, while if it occurs with a
cycle born by smooth fold (Case-I) then it is a(G4) < 1. Then the value of 3
determines the result. From the skew tent map as a normal form (see Appendix
A with a local maximum as reported in (22)) we have that given the value of
a, if B < hi(a) = -1/t V21a+4a (from (27) in Appendix A) then the result for
map ¢*(z) is a unique chaotic interval, which means 4-cyclic chaotic intervals
for map ¢(z). Also we have that given the value of o, if 3 < —1 (from (26)
in Appendix A) then the result for map ¢*(z) is 2"-cyclic chaotic intervals for
some n > 0, which for map ¢(x) means 4 - 2"-cyclic chaotic intervals.

Proof for Case-II. Let us first show that the result is true for a(G4) = 1 and
then for a(G4) > 1.

For a(G4) = 1if B(G4) < h1(1) = —%E — 1.618 then there is a unique
chaotic interval for ¢?(z) (4-cyclic chaotic intervals of map ¢(x)). In the M-
map, for a(G4) = 1 this inequality is satisfied. In fact, this leads to 5(G4) =
707;1 < —1, which is a decreasing function of o, and for o > g4 it takes values
in the interval (—1.7183, —1.83329). This comes as follows: for ¢ = 04,=3.825
it is =1 = 1.83329 and for ¢ — oo, then v — 1 while § — e thus § —
—(e —1)= - 1.7183.

For a(G4) > 1: since we have seen that for a(G4) = 1 in the M-map the
inequality 3(G4) < hi(a) = — v V21a+4°‘ is satisfied, then also for a(G4) > 1 a
fortiori it is satisfied. In fact, it is hy (o) = —1E/ I V21a+4a > hi(1), while 8(G4) =
—a(GQ% < —% < hi(1).

Since for a(G4) > 1 the repelling 4-cycle involved in the subcritical flip at G5
appears at the BCB, with G5 < Gy, it follows that for values of G in the interval
(G5, G4) two attracting sets coexist (a 2-cycle and 4 cyclic chaotic intervals).

Proof for Case-I. To end the possible cases we have to consider also the case
in which a(G4) < 1 (if it may occur).
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If a(G4) < 1 and B(Ga) < hi(a(Ga)) = — 524 (from (27) in Ap-
pendix A) then the bifurcation leads to 4-cyclic chaotic intervals of map ¢(x).

If a(Gs) < 1 and B(G4) < —m (from (26) in Appendix A) that is, if
a(GU(%)l/Q > 11, then the bifurcation leads to 4 - 2"-cyclic chaotic intervals

of map ¢(z) for some n > 0. O

Numerically, for each fixed value of o > o4 we have always observed Case-II,
a(Gy) > 1, G < G4, and the two values differing for less than 10~%. In Fig.1b
the two curves G = G5 and G = G4 are not distinguishable from each other.

A detailed investigation at ¢ = 5 shows that indeed the scenario of the
qualitative Fig.4b occurs, that is Case-II with G5 < G4 and coexistence, as
illustrated in Fig.6.

1.005

X

enlargement

e 1> P

0.995
0.99 xL Gz*f
0.985

0.98 v,

0.975

1.07259 1.07260 G 1.07261

Figure 6: A part of the one-dimensional bifurcation diagram at ¢ = 5, as a function of G,
enlarged in a neighborhood of point z;, of the 2-cycle. At G = G4 a fold BCB occurs, leading
to 4-cyclic chaotic intervals. In green the repelling 4-cycle is shown, which merges with z, at
the subcritical flip bifurcation.

Decreasing G, first a fold BCB occurs at G = G4 leading to a pair of 4-
cycles (both unstable), and the result of the BCB is the appearance of a new
attracting set made up of 4-cyclic chaotic intervals, so that there is coexistence
of two attractors: the 2-cycle and 4-cyclic chaotic intervals. One repelling 4-
cycle (with symbolic sequence LR3) is inside the chaotic intervals, the other
one (with symbolic sequence LRLR, in green in Fig.6) approaches the 2-cycle
leading to the subcritical flip bifurcation at G = G% after which only the 4-cyclic
chaotic intervals are left as attracting set.

So, in Case-1I of particular interest is the small range between the fold BCB
at which the pair of unstable 4-cycles appears and the subcritical flip of the

IRecall that in this range it is G,Y;l € (—1.7183,—1.83329).
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2-cycle. In fact, here the locally stable 2-cycle coexists with the attracting set
made up of 4-cyclical intervals. And the basin of attraction of the 2-cycle is
bounded by the unstable 4-cycle external to the chaotic intervals, so that the
2-cycle possesses the corridor stability a la Leijonhufvud [9]: i.e., it is stable and
self-correcting when small shocks occur, but unstable against large shocks. Fur-
thermore, when decreasing G the 2-cycle loses stability via the subcritical flip,
the effects are both catastrophic and irreversible. They are catastrophic because
the economy, initially located in a stable oscillation of period 2, soon becomes
oscillating at different values, far away from the previous values, and the fluc-
tuations are no longer predictable. Furthermore, these effects are irreversible in
the sense that reversing the parameter, increasing G to the original value and
restoring the stability of the 2-cycle, the states persist in the attracting 4-cyclic
chaotic set for a while.

Indeed we think that what occurs is always Case-1I with G5 < G4 and related
interval of coexistence, although occurring in a very narrow interval of values
for G. Notice that even if we cannot have the explicit expression of the BCB
value G = G4 we can have an explicit upper bound (or lower bound) of it, given
in the following theorem.

Theorem 4. For any fized value of o, 0 > o4, if a(G4) > 1 (Case-II) then
Gy € (G5, G*] while if a(G4) < 1 (Case-I) then G5 < G* < G4 where G* is
given by

_ 2 L N2(1  A2)2 3
G*;{(" 1);1 ), [@ 1)9(21 ) +4wmz] } a8)

Proof. The value a(G4) has been computed in (16), so let us investigate
when it is higher or smaller than 1. It is easy to see that
(0 —1)7*(0 — Ga) (0 —1)(1 -9

Ot(G4) = G4[1+9(G4 — 1)] < 1iff (G4)2 -Gy 9

—(O0-1*>0
(19)
For positive G4 then a(G4) < 1 holds only for G4 > G* where G* is the positive

solution of
—1)(1 -

0
leading to the value given in (18). Considering the function a(G) =

(G)? - G* G ) B-1)72=0 (20)

(0=1)1*(6=G)
GI+6(G-1)]
it is easy to see that %O&(G) < 0. Thus, when the 4-cycle appears via smooth
fold (Case-I with a(G4) < 1), then it must be G* < Gy4; while when the 4-cycle
appears via fold BCB (Case-IT with a(G4) > 1) then it must be G4, < G*.O0

Numerically the values of G*, G4 and G% differ for less than 10=* and we
have always observed G5 < G4 < G* (i.e. Case-II). In Fig.7 in black we have
plotted the curve G = G5(o) (from (8)) as a function of o up to 100 while
in red we have plotted the curve G = G*(o) (from (18)) and the two curves
are not distinguishable, while in the enlargement the two curves can be clearly
distinguished, and the curve G = G, is in between, as well as the bistability
region.

20



enlargement
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Figure 7: In the (G, o)-parameter plane it is shown in black the curve G = G%(o) given in (8),
and in red the curve G = G*(0) given in (18), which are better visible in the enlargement.

5. Chaos and first homoclinic bifurcation of the fixed point =*

The relevance of the fixed point to be homoclinic is associated with the
rigorous proof of chaos. That is, if * is homoclinic then we can state that the
M-map is chaotic. By chaotic map we mean that an invariant set A exists on
which the restriction of ¢(z) is topologically conjugate to the shift map on two
symbols, also called Devaney chaos [6] or Li-Yorke chaos [10]. Notice that this
result occurs, both for smooth and piecewise smooth systems, whenever a cycle
(of any period) is homoclinic, not necessarily the fixed point (for the proof we
refer to [8]). In the previous section we have seen how the M-map becomes
chaotic abruptly at a BCB, with a sharp transition from the existence of only
a few (a finite number) of cycles to infinitely many repelling cycles and chaos.
In fact, the result of the BCB at G = G4 described above allows us to precisely
state when chaos first appear in the M-map, which may also coexist with an
attracting 2-cycle. The following result holds, as a consequence of Theorem 3:

Corollary 1. For any fized value of o, 0 > o4 ~ 3.825, if a(G4) > 1 or
a(Gy) <1 and a(G4)(9%1)1/2 > 1, then the M-map is chaotic for G € (1,G4).

Indeed, when the assumptions are satisfied there are homoclinic cycles, and
cyclic chaotic intervals exist.

However, since it is known that in unimodal maps cycles of odd period can
exist only when the fixed point is homoclinic, it is relevant to determine the
parameter range in which this occurs. The goal of this section is to get an
upper boundary for the value of G, that we have denoted G, at which the first
homoclinic bifurcation of the fixed point z* = 1 + @ occurs, decreasing G
from (6 — 1). Recall that for any fixed ¢ > o1, decreasing G from (6 — 1) (or,
better, G < Ga(0)), G is solution for G > 1 of the equation ¢?(1) = z*. For
the M-map it holds ¢3(1) > 1 (Property 1 in Section 2, see also Appendix B),
as well as the following property, proved in Appendix B:
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Property 3. For the M-map in the range G > 1 the function ¢3(1) = f(g(G))
18 increasing with respect to G.

To get an estimate of G; let us consider the solutions of the equation
f(9(G)) = z*, that is:

G2 (G—1)

Cige—n =T 7

(21)
Clearly G = 1 is a solution, and the function f(g(G)) is increasing with respect
to G (Property 3). The graph of the function in the right side of (21) is a
straight line with slope %. For G > 1, we have that as long as 2 < 0 < 07 it is
always f(g(G)) > 2*(G), as shown in Fig.8a, so that the homoclinic bifurcation
of * cannot occur, while for ¢ > o7 the two increasing functions have one more
intersection point, as shown in Fig.8b. We prove that the new intersection point
is always smaller that 1.15.

1 G 1 Gll 1.’15 G
(a) (b)

Figure 8: Qualitative graphs of the left and right hand side functions in (21) for (a) 2 < o < 01
and (b) o > o1.

Remark. The value o1 must also correspond to the value at which the slope
of the function f(g(G)) in G = 1 is equal to § (i.e. that slope must be larger,
equal and smaller than % for ¢ < 01, 0 = 01 and o > o1, respectively). That
is, o1 is also solution of 2y +1 —~0 = % ie. of

1
1—~(0—-2)=-
10-2)=7
where vy = (1 — 1) and = (1 — 1)(1=9) for ¢ > 2.
Theorem 5. For any fized o, 0 > o1 ~ 21.231, the value Gy at which the first

homoclinic bifurcation of the fixed point x* occurs decreasing G from (0 — 1)
satisfies 1 < Gp < 1.15.

Proof. As remarked above, G is solution for G > 1 of the equation ¢3(1
z* and for 0 > o1 considering a value of G in a right neighborhood of G
it is f(g(@)) < z*(G). We show that for G = 1.15 it is f(g(1.15)) > z*(1.
which implies that the root G; must exist in that interval.

For 0 >0y ~21.231 it is 1 >y > = (1 — 1) ~0.95238,2.72 > ¢ > 0 >

61 = (1 —)(1 71) ~ 2.65329. In the right side of (21) we have z*(1.15) = 1+ %2
which for ; < 6 < 2.72 takes values in the interval [1.055147,1.0565335]. Slnce

22



9(G) = %cil) < 1and v < 1so that f(g(G) = Gg(G)” > Gg(G), in the left
side of (21) we have:

1.3225
1+ 60(0.15)

1.3225 . 1.520875
1+ 9(0.15)] ~ 1+6(0.15)

f(g(1.15)) = 1.15]

]’Y

> 1.15]

and 11+592(%81755) takes values in the interval [1.08,1.0878984]. OJ

6. Non existence of cycles of period three

In this section we give the proof which follows from the properties of the
M-map. Consider the rightmost branch of the function ¢*(z), given by Q(x) =
go fog(x) (see an example in Fig.9). In order to have a smooth fold bifurca-
tion (leading to a pair of 3-cycles of the M-map) Q(z) must be increasing and
concave, @Q'(z) > 0 and Q" (z) < 0, while we prove that in the region of interest
it is convex.

1.008

$3x)

T

* Q(x)
X
T
Prx)
1
g(@)
0.98
0.98 X 1.008

Figure 9: Graph of the M-map ¢(z) and its third iterate ¢3(z) at o = 30, G = 1.008.

Property 4. For any value of (G, o) in the range (1,G1) X (01, +00) the func-
tion Q(x) = gofog(x) defined in the interval [g71(1),G] = [9 &> G| is increasing
and convez.

The proof is given in Appendix B.
Theorem 6. Let o > 2 and 1 < G < (0—1). The M-map cannot have a 3-cycle.

Proof. Recall that a unimodal continuous map as ¢(z) can have a cycle
of odd period only when the fixed point z* is homoclinic, thus we have to
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consider o > o1 and 1 < G < G;. Since it is ¢3(1) > 1 (Property 1) we have
that any point z < 1 is mapped by f(z) to the region x > 1, thus a smooth
fold bifurcation may occur only for cycles with symbolic sequence LRR. This
requires the rightmost branch of the function ¢3(x) defined by Q(z) = go fog(x)
to be increasing and concave. But from Property 4, it is convex, thus a smooth
fold cannot occur. The only possibility is via a fold BCB, which requires ¢3(1) =
1, as well as ¢?(1) < 1 which cannot occur.(]

7. Conclusions

In this work we have reconsidered the M-map, the growth model proposed
by Matsuyama in [13], which recently raised to the novel interest and new
interpretations of its dynamic behaviors. We have given the rigorous proof
of some open problems. We have proved in Theorem 1 (by using the skew
tent map as a normal form) that in the whole parameter range of interest the
degenerate flip bifurcation of the fixed point in the Romer regime leads to a
unique attracting 2-cycle, with one periodic point in the Solow regime and one
in the Romer regime. The flip bifurcation of such a 2-cycle has been detected in
explicit form, showing that it is always of subcritical type (Theorem 2), and thus
a bistability regime is expected to exist. In Theorems 3 and 4 we have given
the conditions for which the result of the border collision related to 4-cycles
leads to cyclic chaotic intervals, showing that a cascade of stable cycles of even
periods cannot occur. The parameter range in which repelling cycles of odd
period exist has been further investigated, giving a suitable explicit boundary
(Theorem 5), as well as its relation to the non existence of cycles of period three
in Theorem 6. Although many results have been rigorously proved, still there
are some conjectures: the appearance of the first 4-cycles may occur via smooth
fold bifurcation (called Case-I) or via fold BCB (called Case-II), but we have
numerical evidence that in the M-map Case-II occurs.
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Appendix A (Border collision normal form)
The use of the skew tent map v : x — ¥ (x) defined by the function

ar+1, 2<0,
d)(x){ﬁac—i-l, x> 0. (22)

as a normal form of the border collision bifurcation of a fixed point occurring in
one dimensional piecewise smooth maps is known since the early works by Nusse
and Yorke ([17], [18]). A survey and detailed description of its use can be found
n [22]. This is possible since the dynamic behavior of map ¢ depending on the
two parameters o and 5 is now well known (see [11], [1], [22] and references
therein). All the possible kinds of border collision bifurcation of the fixed point
x* are classified according to the partition of the («, 8)-parameter plane into
subregions in which the same qualitative dynamics take place. We summarize
these results in Fig.10 in the region of interest.

ﬁli

o 0.5 !

fixed point

B
el ___
< stable
| 2-cycle

5k

Figure 10: Bifurcation structure of the («, 8)-parameter plane of the skew tent map ().

The explicit equations of the bifurcation curves characterizing the different
regions represented in Fig.10 can be found in [22].
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The case considered here for map 1) in (22) is used for a map with a maximum
in the kink point, and the region of interest is for 0 < a < 1, 8 < 0. However,
the case with a minimum is topologically conjugate, thus Fig.10 also represents
the bifurcations in the case of a minimum considering the slopes as follows:

¢<x>{ fo—1, =<0 (23)

ar—1, x>0

When a fixed point of a one-dimensional piecewise smooth unimodal map col-
lides with the kink point, the two slopes of the functions existing on the two
sides of the kink point determine the result of the BCB.

Considering from [7] the case of the BCB of the fixed point z* = 1, at the
bifurcation it is G = 1, the slopes of the functions on the two sides of the kink
point to which the fixed point is colliding are given by

a=f@ha=(1-1) €1, S=g@ha=(1-0<0 (2

From 1 < 6 < e we have that 1 — e < 8 < 0, thus, the region which interests
us in the («, 8)-parameter plane is 0 < a < 1,1 — e < 8 < 0 (see the rectangle
in Fig.10). Substituting first # = (1 — 2)'~7 and then o = 1/(1 — a) into (24)
we get the expression of the border collision curve of the fixed point z* =1 in
terms of the parameters o and (8, which is denoted B,

B: f=1-qa@1 (25)

and it is also shown in Fig.10. It can be noticed that the curve B in the region
of interest does not intersect the curve related to 3-cycles of the skew tent map,
as expected, due to Property 1, ¢3(1) > 1, for the M-map.

The curves denoted S, Hs and H; in Fig.10 are given by

S: af=-1, ie. 5:—£ (26)
@
11—/ 1
HZ: a253+a_ﬁ:07i.e. ale:é—i_él/B
14+ 2
Hi: aBf?—a+p=0,ic. Bzhl(a)::H——M (27)

2¢
The curves S and H; are used also in Theorem 3 of Section 4.

Appendix B (Proofs of Properties 1, 2, 3, 4)
Proof of Property 1. ¢*(1) = f(9(@)) > 1 (from [13]).
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Considering f(g(G)) = G[ﬁé,l)]ﬂ’ we have the following inequalities:
a2
IFw e

G? 1
116(G-1) G/
G > 140G -1)
GHY7Y—1-0G-1)>0

G| " >1

Let h(G) = G*>TY/7 —1 — 6(G — 1), then h(G) is increasing and convex. In
fact, from h(1) = 0, B'(G) = (2+1/9)G* VY -0, W' (1) = (2+1/7) -0 >3 —e¢
we have h(G) > 0 for any G > 1.0

Proof of Property 2. For any fized value of o, 0 > o4, decreasing G,
consider the border collision bifurcation of the 4-cycle {1,G, g(G), f(g(G))} in
(13) occurring at G = Gy, then
(6 — 1)7*(0 — Ga)
G414+ 0(G4—1)]

0—-1

a(Gy) = Ty (2)]e=1 =

(28)

B(G4) = Tr(x)|z=1 = —(G4)

(29)

Proof. To show this we consider the fixed point of ¢*(z) colliding with z = 1,
and the slopes of the functions on the left and right side of x = 1. The derivative
of the function Ty, (z) = go f ogo f(z) is detailed in Appendix C, leading to:

[T () [w - mr g0 f()

zf(x) G fogof(z)

Evaluating this derivative at z = 1 and for G = G4 we have Tr(1) =1, f(1) =
Gy, go f(1) = g(Ga), fogo f(z) = f(g(Ga)) so that we get

s L [(0=1)y]" g(Ga)
TL(”‘GJ G, ]fog(G4)

Tp(z) =

Then considering g(G4) = %G%—l)]’ and f(g9(Ga)) =97 '(1) = 90:034 we have
0 — 1)’)/ 2 G42 0— G’4
= T/ 1) = (
o =T ) { Ga } Cull +0(Gs—1)] 01

that is 0 1) 2(0 o)
_ — 1) — Gy
R A ] o

We can repeat the computations with the function Tr(z) = go f o g o g(z),
and its first derivative, leading to § = T (2)|y=1. However, comparing the first
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derivatives we can immediately notice that T (z) evaluated in « = 1 differs

from T () evaluated in x = 1 only by one factor. In fact, it is
=g (fogof(x)f(ge f(@) g (f(x))- f(2)

T(1) =g'(fege f(1))- f'(ge f(1)) - g'(F(1))- f'(1)
g (fo9(@)- f'(9(@)-g'(G)- f'(1)

while

(0 —-1)*9(0 - Gu)
Ga[1+6(Gs — 1))

Proof of Property 3. For the M-map in the range G > 1 the function

¢*(1) = f(9(Q)) is increasing with respect to G.

From f(g9(G)) = G[H_G(Gé_l)]V = [Hg(zg;_ll)]w the derivative with respect to
G, D= ;& f(9(@)), is given by
1 _
G? G~0
= 2y +1) -
Erepmyi MGl v gy
so that it is D > 0 when
G0
2 1>——
LRI e Tre
1 Go

94> "7
MR W Tre Ry

which is true, since it is 7 < 1 so that the left side is 2 + % > 3 while the right

side is % < 3. To see this last statement consider

i<3
1+6(G—1)
GO <3+ 3G — 360
30—1
G>2 7
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which holds. In fact, it is %% < 1iff # < 3 which is true since 6 € (2, ¢), while
on the left side it is G > 1.0J

Proof of Property 4. For any value of (G,o) in the range (1,G;) X
(01, +00) the function Q(x) = go fog(x) defined in the interval [g~1(1),G] =
[2=L,G] is increasing and convex.

For the first derivative of Q(x) = go f o g(z), taking into account the deriva-

tives given in (5) and in (6), we have

Q'(x) =g (f(g9(x))f'(9(x))g'(x) >0

thus Q(z) is increasing. Recall that Q(z) is defined in the interval [g71(1), G]
[£=L,G] so that for any x it is (to be used below) Q(z) > Q(£=%) = g(G)

G2
Tro(G—1)
Considering the second derivative of Q(z) we have:

Q"(z) = ¢"(f(g@))If (9(x))g' ()] + ¢'(f(9(2))) [ (9(2))lg' ()] + ¢'(f(9(2))) ' (9(2))g" ()
- T =T (O (@) @)+

—26 —¢'(x) —26
g T 1+9(x—1)}

J@), | g 28

01" (@) " Tgla) 1+9<x1>}

0-1) 20~ 1 20
m[?g(ﬂg(x))) + ;] - 1—&—9(90—1)}
_ Q)20 [(6-1)y 1

ST |

L g(fle@) + 55— 1

Q' ()26 {(91) v G? 1 }1}

30e-1 | = Girec-1 o
Q0 ()

14+60(x—1)

[ G +L_ 1
z1+60(G-1) o

Since1<x<Gitis%>ésothat

7 Q'(x)(0 —1)20 B 1 1
@@ > T {[1+9(G—1)} t Go26 (9—1)}

_Q(x)(0—-1)20 [0 —-1)—1—-0(G—1) 1
140z —1) { [1+6(G—-1)]0-1) +G029}
_Q’(x)(e—l)ze{[(1+v)(9—1)—90 1 }>0

T I8 —10 110G -10=1) " Go20
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The last inequality follows from
1+7)(0—-1) > 060G

In fact, considering that for 0 > 07 ~ 21.231itis 1 > v > v = (1 — a%) ~
0.95238 we have (1 4+v) > (1 + 1) ~ 1.95238 and from 2.72 > e > 0 > 0, =
(1—£)77) ~ 2.65329 we have (0 —1) > (61 —1) =~ 1.65329 so that on the left
side it is (1 +7)(0 — 1) > 3.22785, while (by using Theorem *) G is bounded
from above by the value (2.72)(1.15) = 3.128.0

Appendix C: Derivatives of the function 7y (z)

We consider the function Ty, (z) = go f o go f(x) defined in the interval
[9(G), 1] and its derivatives, in particular evaluated at the flip bifurcation value
of the 2-cycle.

The first derivative is given by

Ti(x)=g'(fogo f(x) f(gof(x) g (f(x)- f'(x)

_ —(0-1) v / /
= Fogo f@+0(fogo f@ - D] HD oy °9° /@ g (@) f'@)
T U | R S (e | NI
— 0O o T@e gof@ F@nteg@ -n ¢°f@ @
—[T (l‘)]Q (9_1)27 . 1 f/(l')
B fogof(@)G +0(f(x) —1)] f(x)
_[TL(:C)]Q (6‘_ )2'7 Gf(:L‘) l
Fogo @G @ [T+o(() 1) =
_ )12 (0 —1)*y 2. T
BN YT O AR

_ [T [(9 - 1)7}2 go f(x)
xf(x) G fogo f(z)
The first derivative evaluated at the fixed point x of the 2-cycle, considering
that Tp.(zr) = zr, f(zL) = 2R, go f(zr) =z, fogo f(zr) = xR leads to

e [0 - Dy]? go flar)
Tuen) = i) { G } Fogo far)
[momr
TR G

and computed at the flip bifurcation value G = G4 with xp = w, Ty =
g(zgr) = GZ%&M) we have, as expected, T} (z1) = 1.
Second derivative of the function Ty, (z) = go f o go f(z). Considering

[T ()] [(9 - 1)7]2 go f(z)

L@="00 7@ | Toger@
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then

_ 2Ty f(z) — [TLP(f(=) + 2f'(z) go f(@) [T]? N

Trle) = B @2 Fogoi@ el Toge @R
o 2Mpaf(@)~Tu(f@) +of' @) . T
‘xf<x>fogof<x>{ f () g f+fogofN}

where

N =g (f@)f@)f o go f(@) g0 f@)f(g° f@)g (F@)f ()
= JU@NS @ 090 () = g0 (@) s f o g0 [@)g (J@)f (@)
= fogo f(@)(1 =g (F@))f (@)

We have
T 2prf(e) - TL(f@) 2f' @) IR
Ti0) = e | i 7o () + Tl =)' (f2)f (@)
Ty(x)go f@) [ 2Thaf() - Tolf (@) + 2/ @) J (@) ()
Ay ot of(2) e - SR
and
2T} af(s) — Tu(f (@) + af (@) _ 2Tyt (@) - To(F(x) + 1/ (@)
/(@) 2f(2)
_ 2 —Ty(1+7)
2T ()
B L[TL z ]
[ @ [0-19]7 gof@)  (1+9)
- wa(x)[ G ]fogof(x) .
T | Tu(@) [(0=1]* gof(z)
v 175 e Faer )
so that
., Ty(w)go f(z) [T | Te(@) [0 —1)v]* goflz) g @) (@)
TL(“””)‘xm)fogof(x){x e s PR R R }
Tu@Poo f@) [ To@) [6-131° gof@) . [gUE) @
xzf(w)fogof(w){Qf(w)[ DD cRER Rt = }
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we can notice that at the fixed point x, it is

T/ (x1) = [;;]2 {27}5;)) {(9 Gl)’Yr fZZiC(;(Z:)L) Aty [g’(f;:voL}z]fo’;m)xL}
= o {2 e G- 7)[—9’(f(mL))]f’(mL)}
Sl R o)
B [;RLP{Q :Zw-2—<1+7>—(1—7>%}

at the flip bifurcation value we obtain, as expected,

Ti(e1) = i (=) = (L=} =0

Third derivative. Considering

vy @)oo f@) [ Tel) [0-17]° gofl) S @
TL(x)_xzf(x)fogof(w){Qf(:c){ e s e R R R }
@[ G P, Ty S @
-2 T | (g -0 a0 HEE
6 PLO@E QT G @
=nkis o e Ty
we have
ST (o) = o PILOTE@TL0) — [T - 5T ) ~ Ty )+
{(991)7] e !
, PN o [d ) @)
1@ - DD 7y 1 - o | D)

evaluating in x;, we know that T (zr) = zp, T} (zr) = 1 and T/ (z1) = 0, so
that we have

1

{(9—6:1)7} 2

(@), :{ -2 (49 d [9’(f(x))f’(w)”

=g go f()

o 2455}

[xL]?  dx
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where

i 9'(f(@)) [ (z) _ 1 CE N (20120 o f(z HCE(eN P (2)a o Flz) — Ta'(£(z) £ (2)12
LI L (P G @ 1)+ o () @0 1)~ () @)

— o | T GO @ + o 1) L )
g @) @)

and at the bifurcation value (clearly at the bifurcation we consider G = G%)

g (flzp)f(zr) = ¢ (zr)f' (L) = -1

so that
A gF@Nf @] L f 2090 F@L) e W )2
dx{ go f(@) }“ [xLP{ 50— 1 @S @e)]
/(o) L ) - o e
1 (290 f@)f(en) | gof(s)
@ \ 00 (en) - D]+ oar 1}
_ 1 QGILf/(IL) Xy, _
TP\ 0D o 1}

L

= b2 <§9x1i> oo 1}

= P 205 1)

SO A AEEE

leading to
1 Ll 1 d [JUE) @
[(efi) rTL s =5 {_[%L]2 s [9 go f(x) ”
o mp )






