Three-dimensional discrete-time Lotka–Volterra models with an application to industrial clusters
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ABSTRACT
We consider a three-dimensional discrete dynamical system that describes an application to economics of a generalization of the Lotka–Volterra prey–predator model. The dynamic model proposed is used to describe the interactions among industrial clusters (or districts), following a suggestion given by [23]. After studying some local and global properties and bifurcations in bidimensional Lotka–Volterra maps, by numerical explorations we show how some of them can be extended to their three-dimensional counterparts, even if their analytic and geometric characterization becomes much more difficult and challenging. We also show a global bifurcation of the three-dimensional system that has no two-dimensional analogue. Besides the particular economic application considered, the study of the discrete version of Lotka–Volterra dynamical systems turns out to be a quite rich and interesting topic by itself, i.e. from a purely mathematical point of view.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

In the literature on applied mathematics there are many examples of dynamic models which have been developed for the description of physical or biological systems and then have been used, after suitable modifications, in order to describe the time evolution of economic, financial or social systems. For example, the Lotka–Volterra models, proposed by Lotka [1] for the description of chemical reactions and by Volterra [2] for the description of interacting populations, have also been used by Goodwin [3] as models of nonlinear endogenous oscillations in business cycle theory. Other examples can be found in evolutionary game theory, developed in biology and then usefully applied to describe economic and social interactions (see, among others, Hofbauer and Sigmund [4]). However, an important difference to be considered when dealing with dynamic modelling of economic systems is that economic time is often discontinuous (discrete) because decisions in economics cannot be continuously revised. In fact, discrete time is used because of the gap between decisions and realizations. Moreover, data are released, and consequently decisions are made, at discrete intervals (macroeconomic data like GDP, consumption or investments are annual, for example). For this reason discrete-time dynamical systems, represented by difference equations or, more properly, by the iterated application of maps, are often a more suitable tool for modelling dynamic economic processes. So, it is useful to study the peculiarities of discrete dynamical systems and their possible applications to economic dynamics.
Even if in the Fifties and Sixties of the last century the methods for the study of iterated maps were less developed than those for ordinary differential equations, the situation is now rapidly changing. The dynamic properties and bifurcations of one-dimensional iterated maps are now quite well known, as well as their implications about periodic and chaotic behaviors of the trajectories (see e.g. [5–8]) and for two-dimensional maps more and more results can be found in the literature (see [9–12]).

The choice of discrete time dynamic models is also crucial because they may exhibit more complicated dynamic behaviors. Indeed, even in one-dimensional discrete dynamical systems represented by iterated quadratic maps, like the well known logistic map, periodic and chaotic trajectories can be easily observed. Analogously, two-dimensional discrete dynamical systems, in particular discrete time Lotka–Volterra equations, can exhibit a plethora of complicated asymptotic behaviors, from convergence to a fixed point or a periodic cycle until quasi-periodic motion along a closed invariant curve or even an erratic motion inside a bounded chaotic attractor (see e.g. [13,13–15]). Another problem which often arises in the study of nonlinear maps concerns the coexistence of several attracting sets, each with its own basin of attraction. In this case, a problem of equilibrium selection arises (see e.g. [16,17]) because the dynamic process becomes path-dependent, i.e. the kind of long run dynamics that is chosen depends on the initial condition. This opens the question of the delimitation of the basins of attraction and their changes as the parameters of the model vary. These two problems lead to two different routes to complexity, one related to the complexity of the attracting sets which characterize the long run time evolution of the dynamic process, the other one related to the complexity of the boundaries which separate the basins when several coexisting attractors are present. Both these questions require an analysis of the global dynamical properties, i.e. an analysis which is not based on the linear approximation of the map. When the map is noninvertible (i.e. "many-to-one") as it happens to be in the case of Lotka–Volterra quadratic maps, the global dynamical properties can be usefully characterized by the method of critical sets, a powerful tool introduced in the Seventies (see [10,18]) but only recently employed in the study of dynamic modelling of economic and financial systems (see e.g. [17,19,20]). The repeated application of a noninvertible map repeatedly folds the state space along the critical sets and their images, and often this allows one to define a bounded region where asymptotic dynamics are trapped. Conversely, the repeated application of the inverses "repeatedly unfolds" the state space, so that a neighborhood of an attractor may have preimages far from it. This may give rise to complicated topological structures of the basins, that can even be formed by the union of non-connected portions. The transition between two different topological structures of an invariant set (e.g. a chaotic attractor or a basin of attraction) are marked by global bifurcations due to contacts between different singular sets, such as contacts and crossings between stable sets and critical curves. The detection of these contact bifurcations are generally easily obtained in one-dimensional nonlinear maps, whereas in the study of two-dimensional maps an interplay between analytic, geometric and numerical methods is generally necessary, i.e. the occurrence of these contact bifurcations is shown by computer-assisted proofs (see e.g. [10] for many examples). An extension of such "modus operandi" to the study of higher dimensional noninvertible maps leads to nontrivial practical problems, related to the obvious reason that the computer screen is two-dimensional, so the visualization of objects in a phase spaces of dimension greater than two, and the detection of contacts among these objects as their shapes change, may become a very difficult task. In other words, the extension to higher-dimensional systems of the results on contact bifurcations, which gave so many interesting and promising results in the study of two-dimensional noninvertible maps, may become a very hard and challenging task, due to the difficulties met in the computer-assisted graphical visualization (see e.g. [21,22]).

In this paper we consider the following three-dimensional generalization of the discrete-time Lotka–Volterra dynamical system:

\[
\begin{align*}
x_1(t+1) &= x_1(t) [e_1 + a_{11} x_1(t) + a_{12} x_2(t) + a_{13} x_3(t)] \\
x_2(t+1) &= x_2(t) [e_2 + a_{21} x_1(t) + a_{22} x_2(t) + a_{23} x_3(t)] \\
x_3(t+1) &= x_3(t) [e_3 + a_{31} x_1(t) + a_{32} x_2(t) + a_{33} x_3(t)]
\end{align*}
\]

(1)

where the dynamic variables \(x_i\) represent the number of firms that produce homogeneous goods in an industrial cluster (or district) \(i\), and the parameters \(e_i, a_{ij}\) are real variables, whose signs will be discussed in the following, that describe the interactions among the industrial clusters. We propose this model following a suggestion given by Fortis and Maggioni [23], who analyze different kinds of interactions between two clusters: the case of competition, mutualism (or symbiosis) and predation. The last case corresponds to a situation in which the growth of an industrial district is positively influenced by the presence of another one (producing complementary goods), whose growth is instead negatively influenced by the presence of a third cluster (producing substitutes). This may be the case of an industry located in a particular area which causes the birth of another correlated industry. However, if the younger industry is very productive, its growth could cause a crisis for the older one. Higher wages and new rates of interest, for example, may be not sustainable for the older industry. This is a typical prey–predator model in which the prey is the older industry. Fortis and Maggioni only analyze the case of two industrial districts, modelled by a two-dimensional Lotka–Volterra prey–predator model, and illustrate the occurrence of oscillatory dynamics. They also suggest that this situation could be extended to a model with more than two clusters, paying attention to the complexity that a higher dimensional model involves. We accept the challenge set by Fortis and Maggioni [23] by trying to move a first step towards the understanding of the dynamic behaviour of discrete Volterra models of dimension greater than two.
Three-dimensional discrete-time competitive Lotka–Volterra maps have been studied by Gardini et al. [24]. We try to extend their results to discrete-time prey predator models. We prove that these kinds of models give rise to global bifurcations that have no counterpart in the corresponding system of ordinary differential equations. For the three-dimensional discrete dynamical system analyzed in this paper we also show some numerical explorations which provide evidence for the existence of three-dimensional chaotic attractors, bounded by critical surfaces, as well as situations of coexisting attractors associated with non-connected basins. Even if the study of the contact bifurcations causing qualitative changes in the structures of three-dimensional attractors or basins are beyond the scope of the present paper, we want to stress how challenging is the extension of the graphical methods for the global dynamic analysis, currently used in two-dimensions, to the study of three-dimensional ones. It is plain that the dynamic situations analyzed in this paper constitute a first modest step towards the global analysis of three-dimensional discrete time Lotka–Volterra equations, and more generally it sheds some light on the properties of noninvertible three-dimensional maps.

It is hoped that this investigation will stimulate further studies on the dynamic properties of Lotka–Volterra maps in two and three dimensions and their numerous applications in the economic and social sciences.

The plan of the work is as follows. In Section 2 we recall some properties of two-dimensional Lotka–Volterra maps, in Section 3 we analyze the three-dimensional model and we show asymptotic behaviors and bifurcations which have a two-dimensional counterpart. In Section 4 we numerically show a bifurcation, which represents a particular kind of "route to chaos", with no two-dimensional counterpart. In Section 5 we describe some global properties and bifurcations related to noninvertibility of the iterated map, that can be studied by the method of critical curves in two dimensions, and we give some indications about their possible extensions to the three-dimensional model. Conclusions and suggestions for further research are given in Section 6.

2. The two-dimensional Lotka–Volterra map

In this section we recall some results about the two-dimensional Volterra map \( T_2 : (x_1, x_2) \to (x_1', x_2') \) defined by

\[
T_2 : \begin{cases}
x_1' = x_1(e_1 + a_{11}x_1 + a_{12}x_2) \\
x_2' = x_2(e_2 + a_{21}x_1 + a_{22}x_2)
\end{cases}
\]

(2)

where the sign of the real parameters \( a_{ij} \) determine the kind of interaction (prey, competition or symbiosis). The discrete dynamical system (2) for competing species, i.e. with \( a_{ij} \leq 0 \), has been considered by Blackmore et al. [13,13], where the coexistence of two locally stable equilibria is shown, as well as the presence of chaotic behaviors. Instead, we assume \( a_{ij} \leq 0 \), \( i = 1, 2 \), (intra-specific competition) and \( a_{ij}a_{kl} < 0 \), \( i,j = 1, 2, i \neq j \) (prey–predator inter-specific relation). The dynamic properties of the trajectories generated by the iterated application of the map (2) have been recently studied by Liu and Xiao [14,15] in the particular case \( e_1 = 1 + \delta \tau \), \( e_2 = 1 - \delta \tau \), \( a_{11} = -\delta \tau \), \( a_{22} = 0 \), \( a_{21} = -a_{12} = \delta \), where \( \delta \), \( \tau \), \( d \), \( b \) are positive parameters, and they show that the discrete dynamical model they consider consider can exhibit a plethora of complicated asymptotic behaviors, from convergence to a fixed point or a periodic cycle to quasi-periodic motion along a stable closed invariant curve or even an erratic motion inside a bounded chaotic attractor. In the rest of this section we recall some properties of the map (2) that may be useful to better appreciate the results about the three-dimensional model considered in the next section.

The map (2) admits four fixed points

\[
P_0 = (0, 0) ; \quad P_1 = \left( 1 - e_1, 0 \right) ; \quad P_2 = \left( 0, 1 - e_2 \right) ; \quad Q = \left( x_1', x_2' \right) = \left( \frac{a_{12}(e_2 - 1) + a_{22}(1 - e_1)}{a_{11}a_{22} - a_{12}a_{21}}, \frac{a_{21}(1 - e_1) + a_{11}(1 - e_2)}{a_{11}a_{22} - a_{12}a_{21}} \right).
\]

(3)

Of course, both in ecological and economic applications only non-negative coordinates are meaningful. It is important to notice that the coordinate axes \( x_i = 0 \), \( i = 1, 2 \), are trapping (invariant) sets, that is, any trajectory starting with initial condition \( x_i(0) = 0 \) remains trapped inside the same axis, i.e. \( x_i(t) = 0 \) for each \( t \geq 0 \), and is governed by the one-dimensional restriction of the map (2) to that axis, given by the quadratic one-dimensional map \( x_i' = x_i(e_1 + a_{ij}x_i) \), topologically conjugate to the well-known logistic map \( z' = \mu z(1 - z) \) (see e.g. [5]) with parameter \( \mu = e_1 \) by the linear transformation \( x_i = -\frac{\mu}{\pi} z \). It is straightforward to realize that the fixed points of (2) located on the invariant coordinate axes are associated with the fixed points of the corresponding logistic restrictions.

The local stability of the fixed points of the map (2) is determined by the localization, in the complex plane, of the eigenvalues of the Jacobian matrix

\[
J_2(x_1, x_2) = \begin{bmatrix}
e_1 + 2a_{11}x_1 + a_{12}x_2 & a_{12}x_1 \\
a_{21}x_2 & e_2 + 2a_{22}x_2 + a_{21}x_1
\end{bmatrix}
\]

(4)

i.e. the roots of the characteristic equation \( F_2(\lambda) = \lambda^2 - Tr \cdot \lambda + Det = 0 \), where \( Tr \) and \( Det \) represent, respectively, the trace and the determinant of the Jacobian matrix computed at the fixed points. The eigenvalues of the fixed points located along the invariant coordinate axes are always real. In fact, \( J_2(P_0) \) is diagonal and the eigenvalues are the diagonal entries \( \lambda_1 = e_1 \).
and \( \lambda_2 = e_2 \), with the corresponding eigendirections along the invariant axes, whereas \( J_2(P_i) \), \( i = 1, 2 \), is a triangular matrix, so also in this case the eigenvalues are the diagonal entries \( \lambda_2 = 2 - e_i \), \( \lambda_2 = e_j + \frac{1}{2} \epsilon e_j, \ j \neq i \), with eigendirections along the invariant axis \( x_j = 0 \) and transverse to it respectively.

From these arguments the stability conditions for the three equilibria \( P_i \), \( i = 0, 1, 2 \), are easily obtained:

\[ P_0 \] is a stable node if \( -1 < e_i < 1, i = 1, 2 \), a saddle point if \( -1 < e_i < 1 \) and \( |e_i| > 1 \) and an unstable node if \( |e_i| > 1, i = 1, 2 \). \( P_1 \), \( i = 1, 2 \), is stable along the corresponding invariant axis if \( 1 < e_i < 3 \) (the well-known stability condition for the logistic restriction) and it is also transversely stable provided that

\[-1 < \frac{a_i e_j + (1 - e_i) a_j}{a_i} < 1 \]

i.e.

\[ a_i(e_j - 1) + a_j(1 - e_i) > 0 \]
\[ a_i(e_j + 1) + a_j(1 - e_i) < 0 \]

where, since \( a_i < 0 \), a change of sign of the left hand side of the first inequality represents a transcritical bifurcation (stability exchange at which \( P_1 \equiv Q \)) and a change of sign of the left hand side of the second inequality represents a flip bifurcation transverse to the coordinate axis.

Finally, let us consider the stability conditions for the interior fixed point \( Q \). The Jacobian matrix computed at \( Q \) is

\[ J_2(Q) = \begin{bmatrix} 1 + a_{11}x_1 & a_{12}x_1 \\ a_{21}x_2 & 1 + a_{22}x_2 \end{bmatrix} \]

where the equilibrium conditions \( e_1 + a_{11}x_1 + a_{12}x_2 = 1 \) and \( e_2 + a_{21}x_1 + a_{22}x_2 = 1 \) have been used. In this case \( Tr = 2 + a_{11}x_1 + a_{22}x_2 \) and \( Det = (1 + a_{11}x_1)(1 + a_{22}x_2) - a_{12}a_{21}x_1x_2 \). We first notice that the necessary stability condition

\[ F_2(1) = 1 - Tr + Det = (a_{11}a_{22} - a_{12}a_{21})x_1x_2 \geq 0 \]

is satisfied, under our assumptions on the parameters, whenever the equilibrium \( Q \) is positive (i.e. where \( x_1, x_2 > 0 \)). Moreover, if \( x_1 = 0 \), i.e. \( a_{12}(e_2 - 1) + a_{22}(1 - e_1) = 0 \), then \( Q \equiv P_2 \), corresponding to the transcritical bifurcation at which the transverse stability of \( P_2 \) is exchanged with that of \( Q \), and \( x_2 = 0 \) corresponds to the transverse transcritical bifurcation of \( P_1 \).

The other two stability conditions \( F_2(-1) = 1 + Tr + Det > 0 \) and \( Det < 1 \), such that a change of sign of a left hand side corresponds to a stability loss of \( Q \) via a flip and a Neimark–Sacker bifurcation respectively, are more involved, a detailed analysis of them can be found in Liu and Xiao [14], even if they refer to a particular configuration of the parameters, as argued above. For the purposes of this paper, we just show some numerical explorations that show the occurrence of these two kinds of bifurcations. However, it is also worth noticing that the eigenvalues of the Jacobian matrix are complex provided that

\( Tr^3 - 4Det < 0 \), and after some algebraic manipulation this condition becomes

\[ (a_{11}x_1 - a_{22}x_2)^2 + 4a_{12}a_{21}x_1x_2 < 0 \]

from which it is evident that a necessary condition for (6) is:

\[ 4a_{12}a_{21}x_1x_2 < 0 \]

So, if the fixed point \( Q \) has positive coordinates, this condition is fulfilled only if \( a_{12}a_{21} < 0 \), i.e. under the assumption of a predator–prey relationship. In other words, a Neimark–Sacker bifurcation can only occur for a predator–prey model, and it is ruled out in the cases of competition or symbiosis.

A stable closed invariant curve, created after a supercritical Neimark–Sacker bifurcation of the map (2) is represented in Fig. 1(a). Another peculiarity of discrete time models is the existence of an infinite number of periodicity regions in the parameters plane (called Arnold tongues) near a Neimark–Sacker bifurcation (see e.g. [9,11]). This means that the values of one or more parameters may result in the sudden appearance of a periodic cycle whose periodic points are located along the closed invariant curve. This is the phenomenon of phase locking (see Kuznetsov [11, p. 272], for a detailed explanation). For instance, in Fig. 1(b) a situation is shown in which an attracting 6-cycle appears along the closed invariant curve as a consequence of a slight increase of the parameter \( a_{12} \). By increasing further the parameter \( a_{12} \), we can see that the 6-cycle becomes a 12-cycle via flip bifurcation (Fig. 1(c)) and then a 24-cycle, etc.

Another interesting local bifurcation is observed if we consider the attracting 5-cycle of Fig. 1(d) and we decrease the value of \( a_{21} \). In this case the points of the cycles undergo a supercritical Neimark–Sacker bifurcation giving rise to an attractor made up of five closed curves (Fig. 1(e)).

\[ ^1 \text{The analogue, in discrete time, of the Hopf bifurcation in flows. In the supercritical case it gives rise to a closed and locally attractive invariant curve, on which periodic or quasi-periodic motion takes place.} \]
3. The three-dimensional map

In this section we consider the three-dimensional model (1), generated by the repeated application of the map

\[ T_3 : (x_1, x_2, x_3) \rightarrow (x'_1, x'_2, x'_3) \]

defined by

\[
\begin{align*}
T_3 : \quad & x'_1 = x_1 (e_1 + a_{11} x_1 + a_{12} x_2 + a_{13} x_3) \\
& x'_2 = x_2 (e_2 + a_{21} x_1 + a_{22} x_2 + a_{23} x_3) \\
& x'_3 = x_3 (e_3 + a_{31} x_1 + a_{32} x_2 + a_{33} x_3)
\end{align*}
\]  

with the conditions on the parameters: \( a_{ii} \leq 0 \), \( i = 1, 2, 3 \), and \( a_{ij} a_{ji} < 0 \), \( i, j = 1, 2, 3 \), \( i \neq j \), that can be seen as a generalization of the two-dimensional prey–predator Volterra map considered in the previous section.

Following Fortis and Maggioni [23] the map (7) is used to represent the time evolution of three industrial districts, such that the firms of each district produce homogeneous goods whereas the products of different districts may be linked by relations of substitutability or complementarity that can be described in terms of ecological interactions between animal populations, so that also the parameters can be interpreted as "intrinsic growth" or "intraspecific" or "interspecific" competition, as well as "hunting ability" or "nutritious capacity" of a cluster.

Analyzing the map (7) it is easy to realize that the coordinate axes are invariant sets. For example, if \( x_1(0) = 0 \) and \( x_2(0) = 0 \) then \( x_1(t) = 0 \) and \( x_2(t) = 0 \) for each \( t \geq 0 \), i.e. a trajectory starting on the \( x_3 \) axis remains trapped inside the same axis and is governed by the one-dimensional restriction of (7) to it, given by the quadratic map \( x'_3 = x_3 (e_3 + a_{33} x_3) \). The same occurs for the other coordinate axes, as well as the coordinate planes. In fact, if \( x_1(0) = 0 \) then \( x_3(t) = 0 \) for each \( t \geq 0 \), i.e. a trajectory starting on the coordinate plane \( x_1 x_2 \) remains there forever, and is governed by the two-dimensional map (2). Of course the same occurs for the other coordinate planes.

According to these invariance properties, it is easy to realize that the map (7) has eight equilibrium points, seven of which have at least one vanishing component: the origin \( O = (0, 0, 0) \), three equilibria along the coordinate axes, given by \( P_1 = (-e_1/a_{11}, 0, 0) \), \( P_2 = (0, -e_2/a_{22}, 0) \) etc., that can be denoted as one-clusters equilibria, three two-clusters equilibria \( Q_{ij} \) with one vanishing component, i.e. located on the coordinate planes, each corresponding to the \( Q \) of the map (2), and finally a unique equilibrium \( R \) (coexistence-equilibrium) whose coordinates are given by the solution of an algebraic system of three linear equations. Of course, these equilibria are meaningful (and really represent coexistence of clusters) only when their nonvanishing components are positive.

The conditions for the local stability of the equilibria are obtained through the localization, in the complex plane, of the eigenvalues of the Jacobian matrix

\[
J_3 : \begin{bmatrix}
e_1 + 2a_{11}x_1 + a_{12}x_2 + a_{13}x_3 & a_{12}x_1 & a_{13}x_1 \\
a_{21}x_2 & e_2 + 2a_{22}x_2 + a_{21}x_1 + a_{23}x_3 & a_{23}x_2 \\
a_{31}x_3 & a_{32}x_3 & e_3 + 2a_{33}x_3 + a_{31}x_1 + a_{32}x_2
\end{bmatrix}
\]  

computed at the fixed points.

\[ \text{Fig. 1. (a) } e_1 = 0.321, \ e_2 = 2.56, \ a_{11} = -2.082, \ a_{12} = 2.12, \ a_{21} = -2.74, \ a_{22} = -1.24, \ (b) \ a_{12} = 2.14, \ (c) \ a_{12} = 2.16, \ (d) \ e_1 = 0.976, \ e_2 = 3.115, \ a_{11} = -1.44, \ a_{21} = 1.345, \ a_{22} = -2.13, \ a_{32} = -1.36 \text{ and (e) } a_{21} = -2.16. \]
Also in this case the equilibrium with all positive coordinates is the most interesting one, because its stability ensures long-run coexistence of all the industrial districts.

In order to check the local stability of the coexistence-equilibrium \( R \) we have to look at the characteristic polynomial of the Jacobian matrix calculated at \( R \), which takes the form:

\[
F_3(x) = \lambda^3 + A_1\lambda^2 + A_2\lambda + A_3 = 0
\]  

(9)

Following Farebrother [25] necessary and sufficient conditions for \( R \) to have all the eigenvalues less than one in modulus are the following (equivalent conditions can be found in Gandolfo [26], Yury's conditions in Elaydi [27] and in Okuguchi and Irie [28]):

(i) \( 1 + A_1 + A_2 + A_3 > 0 \), 
(ii) \( 1 - A_1 + A_2 - A_3 > 0 \), 
(iii) \( 1 - A_2 + A_1A_3 - (A_2)^2 > 0 \), 
(iv) \( A_3 < 3 \).

In our case the coefficients of the characteristic polynomial (9) are not suitable to easy algebraic manipulation, so it is an hard task to obtain analytic conditions on the parameters for the local stability of \( R \) and related local bifurcations. In what follows we numerically explore the main local bifurcations of the fixed points and other invariant sets. As we shall see, even in the case of instability of the positive equilibrium \( R \) coexistence of clusters can be obtained as well, provided that other kinds of attracting sets exist in the positive orthant, such as stable periodic cycles or stable closed invariant curves or chaotic attractors. These different kinds of positive attractors give rise to interesting time evolutions of the clusters, characterized by oscillatory dynamics. This means that it is possible to obtain an alternation of periods in which one (or more) cluster(s) are more numerous than the other(s) as well as periods in which all clusters are formed by a high number of firms or by only a few firms, and all these situations are generated endogenously.

Conditions for the disappearance (or “extinction”) of one industrial cluster are obtained through the study of the transverse stability of the boundary equilibria, that is equilibrium points (or more complex attractors) located in the invariant coordinate planes in which only two clusters are present, as shown in Appendix A.

In the reminder of this section we show some examples where the dynamic situations, in particular the attracting sets observed, are very similar to the ones already seen for the two-dimensional model.

3.1. Flip and Neimark–Sacker bifurcations

The presence of a closed locally attractive invariant curve located in the positive orthant means that we can have coexistence of clusters, but the number of firms belonging to each cluster oscillates from one period to another. Situations like those shown in Fig. 1 are interesting because they represent conditions of coexistence of different clusters, even if the equilibrium \( R \) is unstable: each cluster will survive under these conditions. The same kind of bifurcations can occur with three clusters, as we now show by some numerical explorations of a simplified version of the three-dimensional map (7) in which the parameters can be subdivided in groups with the same value, emphasizing similarity among clusters: they grow at the same speed because \( e_1 = e_2 = e_3 \) and \( a_{11} = a_{22} = a_{33} \); they also have the same nutritious capacity and the same hunting ability, because \( a_{12} = a_{21} = a_{23} = a_{32} \). In Fig. 2(a) we can see a stable closed invariant curve appeared after a supercritical Neimark–Sacker bifurcation at which the positive equilibrium \( R \) becomes unstable. In Fig. 2(b) we can notice the appearance of a stable 12-cycle with periodic points located along the closed invariant curve, a typical phase-locking phenomenon when the parameters enter an Arnold tongue. Changing the common value of the parameters \( a_{13}, a_{23} \) and \( a_{32} \) a first flip bifurcation occurs and the 12-cycle becomes unstable generating, at the bifurcation, a stable 24-cycle (Fig. 2(c)), then a sec-

![Fig. 2.](image)
ond flip bifurcation we have a 48-cycle and so on. In Fig. 2(c) it is quite evident that Fig. 2 shows a three-dimensional extension of the same phenomenon already present in the two-dimensional case Fig. 1. So increasing the number of clusters we do not exclude the possibility of coexistence even when the positive equilibrium is unstable.

4. A specific three-dimensional bifurcation: period doubling of closed invariant curves

In section 3 we have numerically shown some local bifurcations of the three-dimensional map (7), which can be considered similar to the bifurcations shown in Section 2 for the two-dimensional maps. In contrast, in this section we introduce a particular bifurcation of the three-dimensional model which cannot be observed in the two-dimensional case.

Fig. 3 is obtained by using the set of parameters used in Fig. 2(a), except for the common value of \( a_{12} = a_{31} = a_{32} \) which is used as a bifurcation parameter. Fig. 3(a) (where the value of the modified parameter is 0.65) shows a stable closed invariant curve created via a Neimark–Sacker bifurcation. By increasing the common value of the parameters to 0.6575, we obtain the invariant closed curve shown in Fig. 3(b), so we can say that the curve undergoes a kind of “period doubling”. In fact in Fig. 3(b) a unique invariant curve still exists but with a quasi-doubled period with respect to the curve represented in Fig. 3(a). If we further increase the value of the parameters we can see better that we continue to have only one curve (Fig. 3(c), obtained by using the value 0.665). When the value is 0.66824 we have a second period doubling of the closed invariant curve and we can see it in Fig. 3(d), as well as in the enlargements and rotations of the same attractor shown in Fig. 3(e)–(g).

It is worth noting that this bifurcation is not related to the period-doubling of periodic orbits in flows, but rather with the flip bifurcation in maps.

It is also interesting to stress that this sequence of bifurcations may lead to the creation of a chaotic attractor, like the one shown in Fig. 3(h) obtained with the value 0.675.

5. Towards other extensions of two-dimensional global properties to three dimensions

In this section we describe some global geometric properties and bifurcations of the two-dimensional Lotka–Volterra map (2) related to the fact that it is a noninvertible map (see Appendix B). An important problem in the study of applied dynamical systems is the delimitation of a bounded region of the state space where the system dynamics are ultimately trapped, despite the complexity of the long-run time patterns. This is useful information, often more useful than a detailed description of step by step time evolution. Another important question concerns the delimitation of the basins of attraction, and their qualitative changes, when several attractors coexist. Both these questions require an analysis of the global dynamical properties of the dynamical system, that is, an analysis which is not based on the linear approximation of the map. When the map is noninvertible, its global dynamical properties can be usefully characterized by using the formalism of critical sets, by which the folding action associated with the application of the map, as well as the “unfolding” associated with the action of the inverses, can be described. Loosely speaking, the repeated application of a noninvertible map repeatedly folds the state space along the critical sets and their images, and often this allows one to define a bounded region where asymptotic dynamics are trapped. As some parameter is varied, global bifurcations that cause sudden qualitative changes in the properties of the attracting sets can be detected by observing contacts of critical curves with invariant sets. In contrast, the repeated application of the inverses “repeatedly unfold” the state space, so that a neighborhood of an attractor may have preimages far from it, thus giving rise to complicated topological structures of the basins, that may be formed by the union of several (even infinitely many) non-connected portions. In fact, as explained in Appendix B, in order to study the extension of a basin and the structure of its boundaries one has to consider the properties of the inverse relation. The route to more and more complex basin boundaries, as some parameter is varied, is characterized by global bifurcations, also called contact bifurcations, due to contacts between the critical set and the invariant sets that form the basin boundaries.

For two-dimensional noninvertible maps, the determination of these contact bifurcations is often based on computer-assisted studies, carried out through a continuous dialog between analytic, geometric, and numerical methods, which often requires careful use of computer graphics. This creates some practical problems when one tries to generalize such methods to three dimensions, due to the difficulties in visualizing three-dimensional objects on the bidimensional computer screen. As a consequence, the detection of contacts among these objects, as their shapes change, may prove to be a very difficult and challenging task.

5.0.1. Non-connected basins of attraction

A problem that often arises in the study of nonlinear dynamical systems concerns the existence of several attracting sets, each with its own basin of attraction. In this case the dynamic process becomes path-dependent, i.e. the long run dynamics characterizing the system depends on the starting condition. In this section we show that this occurrence can be easily met in the study of Lotka–Volterra maps like (2) and (7). For example a stable fixed point can coexist with an attractive periodic cycle or with an attractive close invariant curve. In such situations of multistability it is important to understand the extension and the structure of the basins of attraction.
Fig. 3. Numerically computed trajectories of the three-dimensional map with the set of parameters used in Fig. 2 (a), except for the common value $a = a_{12} = a_{21} = a_{31}$ which is used as a bifurcation parameter. (a) $a = 0.65$; (b) $a = 0.6575$; (c) $a = 0.665$; (d) $a = 0.66824$; (e)–(g) show enlargements or rotations of picture (d) and (h) $a = 0.675$. 
An example of multistability for the map (2) is given in Fig. 4, where we see coexistence between the locally attractive equilibrium $Q$ and an attractive 2-cycle formed by the points $C_1$ and $C_2$ located on the horizontal axis. The yellow basin of attraction represents all the initial conditions leading to the coexistence equilibrium whereas the blue one represents the initial condition leading to the 2-cycle. The grey region is formed by initial conditions leading to infeasible trajectories that involve negative values of the state variable, hence without any economic meaning.

We can see that initial conditions which are very close to each other, and close to the boundary between the two basins, can lead to different attractors, which in this case means coexistence or not between clusters.

The three-dimensional case can exhibit multistability too. Fig. 5(a) shows a case of coexistence between a stable closed invariant curve and an attractive 6-cycle. In this case both the attractors represent a kind of coexistence among clusters. Fig. 5(b) shows a section of the two basins of attraction, red for the 6-cycle and yellow for the closed curve. Also in this situation, for trajectories starting very close to each other, the system may converge to different attractors.

This situation is more evident when we have non-connected basins of attraction, i.e. characterized by isolated portions nested inside another basin. These basins, besides the portion containing the attractor (called immediate basin) also include separated portions (that we can call islands). In 6(a) and (b) we have examples of this basins’ configuration, for the map (2) and the map (7) respectively.

In order to explain the transition from connected to non-connected basins, we need to study the global properties of the dynamical systems by using the method of critical sets (see Appendix B).

In 7 we show the critical curves of our two-dimensional case. We can see that $LC_{-1}$, locus of points with vanishing Jacobian, is a parabola (the equation is given in Appendix B) whereas $LC$ is formed by two branches that join in a cusp point. $LC$ separates regions formed by points that have one or three distinct preimages.

Comparing Fig. 6(a) and Fig. 7 we can see that when the parameter $a_{11}$ is decreased, the grey region near the lower branch of $LC$ crosses the critical curve. Points that in Fig. 6(a) have crossed the curve now have three preimages instead of one, and in this way we can explain the non-connected grey “islands” nested inside the white basin. This can be stated by saying that by decreasing the value of the parameter $a_{11}$, a global bifurcation occurs that gives rise to more complex topological structures of the basins.

When we work with a three-dimensional map like (7), we have to extend the concept of critical curves to critical surfaces. It is quite complicated to obtain analytically and even to draw the critical surfaces but we can easily imagine that the disconnected portions of the grey basin represented in Fig. 6(b) are caused by a contact between the basin of infinity and a critical surface. The main practical problem is that the visualization of two-dimensional sections of the basins is not useful to detect
contacts. However, even using three-dimensional graphical representations, other difficulties arise related to the fact that it is necessary to visualize objects which are nested inside other objects. Some attempts to tackle this problem can be found in [21,22] where the problem of visualizing three-dimensional non-connected basins is approached by using sophisticated graphical programs in order to modulate the opacity of the outer objects in order “to see through” them. Moreover, the critical sets are now two-dimensional surfaces embedded in a three-dimensional phase space, and their contacts with portions of basin boundaries, also given by two-dimensional surfaces, may be very difficult to detect, unless the critical surfaces are represented like semi-transparent veils.

5.1. Chaotic attractors and their delimitation

As explained in Appendix B, the concept of critical curves has been often applied in two-dimensional discrete dynamical systems, represented by the iteration of noninvertible maps, in order to bound trapping regions inside which the asymptotic dynamics are included. In particular, portions of critical curves and their images can be used to obtain the boundaries of the chaotic attractors. This is important because it allows one to deduce the maximum (minimum) values that the endogenous variables may assume during the chaotic dynamics, that is in our case the maximum (minimum) number of firms observable for each cluster. In Fig. 8 we show examples of two-dimensional and three-dimensional chaotic attractors, obtained by the iteration of maps (2) and (7) respectively. If we want to obtain the boundaries of the two-dimensional chaotic attractor shown in Fig. 8(a), following the procedure given in Mira et al. [10] (see also Bischi and Gardini [29]) we need to consider the portion of LC1 which is inside the attractor and the images of increasing order (denoted by LC, LC1, LC2,…) until they form a closed boundary of a chaotic attractor, as shown in Fig. 9.

Even if we cannot draw portions of critical surfaces and their images, we know that the three-dimensional boundary of the chaotic attractor shown in Fig. 8(b and c) is formed by them, and can be obtained by using an iterative method like the one described above.
We have analyzed a three-dimensional version of the discrete-time prey–predator Lotka–Volterra model, motivated by an economic model suggested by Fortis and Maggioni [23] concerned with the interactions among industrial clusters. Predatory relations among industrial districts are also described in Dendrinos and Mullally [30], Nijkamp and Reggiani [31,32]: new industrial clusters are created as the result of spin-off and then the newborn clusters cause a decline of older ones.

The aim of this paper is twofold. First, it tries to model an important economic issue concerning the interaction of different industrial districts, producing goods that can be complements or substitutes, by using models and terminology typical of interacting populations in the ecologic literature. Results on coexistence of different species in ecologic environments can be usefully translated to the case of industrial clusters, in particular the case of oscillatory coexistence represented by periodic and chaotic attractors. Our results show that by increasing the number of districts producing homogeneous goods, and such that the development of one district causes the decline of another through a typical prey–predator relation, may increase the possibility of endogenous oscillations. The intrinsic difficulty in getting stationary coexistence of several industrial districts

6. Conclusions and further research
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Fig. 8. (a) $e_1 = 3.7$, $e_2 = -0.4$, $a_{11} = -0.88$, $a_{12} = -0.7$, $a_{21} = 0.95$, $a_{22} = 0$. (b) and (c) represents the same chaotic attractor seen from two different points of view; $e_1 = e_2 = e_3 = 2$, $a_{11} = a_{22} = a_{33} = -1$, $a_{12} = a_{13} = a_{23} = 0.675$, $a_{13} = a_{23} = a_{21} = -0.5$.
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Fig. 9. This picture shows how the borders of the chaotic attractor of Fig. 8(a) can be obtained by mapping the portion of LC curve located inside the attractor itself.
does not necessarily imply the occurrence of competitive exclusion of some of them, because coexistence may persist even if it is characterized by oscillations. This situation can be managed by encouraging the transfer of workers and know-how from one district to another according to the observed ups and down. Similar conclusions are not new in ecologic modelling, see e.g. May [33]. In general, it would be useful to consider other possible kinds of interactions among industrial clusters, from mutualism to competition, in order to see what policies are more effective to enhance the possibility of coexistence, both stationary or oscillatory. Of course, the dynamic models for the description of more and more industrial clusters become more and more complicated. This paper takes a first modest step by stressing the effects of moving from two to three industrial clusters. Indeed, we have shown that the bifurcations observed in the two-dimensional version have a three-dimensional counterpart. However, one more dimension involves the possibility that new bifurcations occur, and an example is given in section 4.

Multistability is also shown, together with non-connected basins, to be peculiar to noninvertible maps. Complex structures of the attractors, as well as in the boundaries of the basins of attraction, are expected also in the study of other versions of the Lotka–Volterra three-dimensional model (2 preys–1 predator or 2 predators–1 prey), so a more complete analysis of the global dynamic properties of discrete-time Volterra models may give rise to further interesting results. What we propose in this note is just an exercise to show how complex dynamic behaviors and bifurcations can be observed in discrete-time three-dimensional models.

This leads to the second stream to which the present paper contributes, which is related to the study of the global properties of noninvertible maps by the method of critical sets (see e.g. [10,18,34] and references therein). Indeed, it is now sufficiently well-known that the creation of non-connected basins in one-dimensional noninvertible maps can be explained in terms of contacts between critical points and basin boundaries (also called contact bifurcations, see [6]). In recent years, in the study of two-dimensional noninvertible maps, analogous results have been obtained by the method of critical curves, a two-dimensional generalization of the notion of local maxima and minima in the one-dimensional case (see e.g. [10,34,35]). The extension of these methods to the study of models involving three-dimensional noninvertible maps, like the one considered in the present paper, is an almost unexplored field. For maps of dimension greater than one, explicit analytical expressions, in terms of elementary functions, of the critical sets, and of the basin boundaries involved in the contact bifurcations are generally not known. So, even for two-dimensional noninvertible maps, the methods followed in the determination of the contact bifurcations are based on a systematic computer-assisted study, carried out through a continuous dialog between analytic, geometric, and numerical methods, which often require a careful usage of computer graphics. This creates some nontrivial practical problems when one tries to generalize such methods to more than two dimensions. In fact, since the computer screen is two-dimensional, the visualization of objects in a phase space of dimension greater than two, and the detection of contacts among these objects as their shapes change, may prove a very difficult task. In other words, the extension to higher-dimensional systems of the results on contact bifurcations, which gave so many interesting and promising results in the study of two-dimensional noninvertible maps, may become a very hard and challenging task, due to the difficulties met in the computer-assisted graphical visualization. In Agiza et al. [36], two-dimensional sections are employed in order to visualize the basins of coexisting attractors, but this method is not useful to detect the occurrence of qualitative changes in the structure of the basins and the contact bifurcations which cause such changes. Indeed, in our case the problem of 3D visualization also involves other difficulties, related to the fact that it is necessary to visualize objects which are nested inside other objects. This means that sophisticated graphical programs are necessary in order to completely analyze such global bifurcations, see e.g. [21,22].

Appendix A. Coexistence of only two clusters in the three-dimensional model

In order to study the transverse stability of an invariant set embedded into a two-dimensional invariant coordinate plane, we have to analyze the Jacobian matrix of the map (7) in such a plane. Let us consider the case \( x_1 = 0 \) (mutatis mutandis the reasoning would be the same taking \( x_1 = 0 \) or \( x_2 = 0 \)). The Jacobian matrix becomes:

\[
\begin{bmatrix}
    e_1 + 2a_{11}x_1 + a_{12}x_2 & a_{12}x_1 & a_{13}x_1 \\
    a_{21}x_2 & e_2 + 2a_{22}x_2 + a_{21}x_1 & a_{23}x_2 \\
    0 & 0 & e_3 + a_{31}x_1 + a_{32}x_2
\end{bmatrix}
\]

where the eigenvalue regulating the transverse attractivity of the plane is explicitly given by the third element of the third line, that is:

\[
\lambda_3(x_1, x_2) = e_3 + a_{31}x_1 + a_{32}x_2
\]

This means that if the fixed point \( Q_{12} := (x_1, x_2) \) of the restriction of (7) to the invariant plane \( x_3 = 0 \) is locally stable according to the conditions given in Section 2, i.e. there exist a neighborhood of the point in the plane \( x_3 = 0 \) whose points converge asymptotically to \( Q_{12} \), then if the transverse eigenvalue is such that \( |\lambda_3(x_1, x_2)| < 1 \) there also exists a neighborhood of \( Q_{12} \) outside the plane \( x_3 = 0 \), belonging to the basin of attraction of \( Q_{12} \).

An example is given in Fig. 10 obtained by using the following set of parameters: \( e_1 = 1.4, e_2 = 2.12, e_3 = 0.04, a_{11} = -2, a_{12} = 0.9, a_{13} = -0.43, a_{21} = -0.9, a_{22} = -0.88, a_{23} = 0.8, a_{31} = 1.8, a_{32} = -1.1 \) and \( a_{33} = -1.1 \).
In this case, in the two-dimensional subspace $x_3 = 0$, there exists a fixed point $Q_{12} = (0.529; 0.7915)$ locally stable starting from the trapping subspace. Moreover, the transverse eigenvalue is such that $\lambda_1(0.529; 0.7915) = 0.1233$.

Even other kinds of attractors (periodic, quasi-periodic or chaotic) for the trapping plane $x_3 = 0$ could be transversely attractive, but in these cases it could be more difficult to demonstrate it analytically.

**Appendix B. Definition and computation of critical sets**

A map $T : S \rightarrow S$, $S \subseteq \mathbb{R}^n$, defined by $x' = T(x)$, transforms a point $x \in S$ into a unique point $x' \in S$. The point $x'$ is called the rank-1 image of $x$, and a point $x$ such that $T(x) = x'$ is a rank-1 preimage of $x'$.

If $x \neq y$ implies $T(x) \neq T(y)$ for each $x, y$ in $S$, then $T$ is an invertible map in $S$, because the inverse mapping $x = T^{-1}(x')$ is uniquely defined; otherwise $T$ is said to be a noninvertible map, because points $x'$ exist that have several rank-1 preimages, i.e., the inverse relation $x = T^{-1}(x')$ is multivalued. So, noninvertible means "many-to-one", that is, distinct points $x \neq y$ may have the same image, $T(x) = T(y) = x'$.

Geometrically, the action of a noninvertible map can be expressed by saying that it "folds and pleats" the space $S$, so that distinct points are mapped into the same point. This is equivalently stated by saying that several inverses are defined for some points of $S$, and these inverses "unfold" $S$.

For a noninvertible map $S$ can be subdivided into regions $Z_k$, $k \geq 0$, whose points have $k$ distinct rank-1 preimages. Generally, for a continuous map, as the point $x$ varies in $\mathbb{R}^n$, pairs of preimages appear or disappear as it crosses the boundaries separating different regions. Hence, such boundaries are characterized by the presence of at least two coincident (merging) preimages. This leads us to the classical definition of the critical sets, one of the distinguishing features of noninvertible maps (see [10,18]):

**Definition.** The critical set $CS$ of a continuous map $T$ is defined as locus of points having at least two coincident rank 1 preimages, located on a set $CS_{-1}$, called set of merging preimages.

This can be equivalently characterized as the locus of points $x'$ that are limits of sequences of points $x_n$, having preimage sets with more points than $T^{-1}(x')$.

The critical set $CS$ is generally formed by $(n - 1)$-dimensional hypersurfaces of $\mathbb{R}^n$, and portions of $CS$ separate regions $Z_k$ of the phase space characterized by a different number of rank 1 preimages, for example $Z_k$ and $Z_{k+2}$ (this is the standard occurrence for continuous maps). The critical set $CS$ is the $n$-dimensional generalization of the notion of local minimum or local maximum value of a one-dimensional map, and of the notion of critical curve $LC$ of a noninvertible two-dimensional map. The set $CS_{-1}$ is the generalization of local extremum point of a one-dimensional map, and of the fold curve $LC_{-1}$ of a two-dimensional noninvertible map.

---

2 We thank an anonymous referee for the suggestion of this definition.

3 This terminology, and notation, originates from the notion of critical point as it is used in the classical works of Julia and Fatou.
Let us now consider the case of a continuous two-dimensional map $T : S \rightarrow S$, $S \subseteq \mathbb{R}^2$, defined by

$$
T : \begin{cases}
X_i = T_1(x_1, x_2) \\
X_j = T_2(x_1, x_2)
\end{cases}
$$

(12)

If we solve the system of the two equations (12) with respect to the unknowns $x_1$ and $x_2$, then, for a given $(x_1', x_2')$, we may have several solutions, representing rank-1 preimages (or backward iterates) of $(x_1', x_2')$, say $(x_1, x_2) = T^{-1}(x_1', x_2')$, where $T^{-1}$ is in general a multivalued relation. In this case we say that $T$ is noninvertible, and the critical set (formed by critical curves, denoted by $LC$ from the French “Ligne Critique”) constitutes the set of boundaries that separate regions of the plane characterized by a different number of rank-1 preimages. According to the definition, along $LC_{-1}$ (following the notations of Gumowski and Mira [10,18]).

For a continuous and (at least piecewise) differentiable noninvertible map of the plane, the set $LC_{-1}$ is included in the set where $\text{det } J$ changes sign, since $T$ is locally an orientation preserving map near points $(x_1, x_2)$ such that $\text{det } J > 0$ and orientation reversing if $\text{det } J < 0$. Of course, if the map is continuously differentiable then the change of the sign of $\text{det } J$ occurs along points where $\text{det } J$ vanishes, thus giving the characterization of the fold line $LC_{-1}$ as the locus where the Jacobian vanishes.

For the map (2) the set $LC_{-1}$ can be obtained by imposing $\text{det } J_2 = 0$, where $J_2$ is given in (4):

$$
LC_{-1} : 2a_{11}a_{22}x_1^2 + 2a_{12}a_{22}x_1^2 + (e_1a_{21} + 2e_2a_{11})x_1 + (e_2a_{12} + 2e_1a_{11})x_2 + 4a_{11}a_{22}x_1x_2 + e_1e_2 = 0
$$

(13)

which is a second degree equation, representing a conic in the $(x_1, x_2)$ plane. The critical set $LC$ is obtained by applying the map (2) to the conic (13): $LC = T(LC_{-1})$.

In order to give a geometrical interpretation of the action of a multi-valued inverse relation $T^{-1}$, it is useful to consider a region $Z_k$ as the superposition of $k$ sheets, each associated with a different inverse. Such a representation is known as Riemann foliation of the plane (see e.g. [10]). Different sheets are connected by folds joining two sheets, and the projections of such folds on the phase plane are arcs of $LC$. This is shown in the qualitative sketch of Fig. 11, where the case of a $Z_0 - Z_2$ noninvertible map is considered.

The graphical representation of the unfolding action of the inverses also gives an intuitive idea of the mechanism which causes the creation of non-connected basins, a property specific to noninvertible maps. We recall that the basin of an attractor $A$ is the set of all the points that generate trajectories converging to $A$.

$$
\mathcal{B}(A) = \left\{ x | T^k(x) \rightarrow A \text{ as } k \rightarrow +\infty \right\}
$$

(14)

If $U$ is a neighborhood of $A$ whose points converge to $A$ (which exists by definition of attractor) then $U \subseteq \mathcal{B}(A)$, and also the points which are mapped inside $U$ after a finite number of iterations belong to $\mathcal{B}(A)$, thus the basin of $A$ is formed by all the preimages of the points of $U$.

$$
\mathcal{B}(A) = \bigcup_{j = 0}^{\infty} T^{-j}(U)
$$

(15)

where $T^{-1}(x)$ represents the set of the rank-1 preimages of $x$ (i.e. the points mapped into $x$ by $T$), and $T^{-j}(x)$ represents the set of the rank $-j$ preimages of $x$ (i.e. the points mapped into $x$ after $j$ applications of $T$). Now, let us assume that $\mathcal{B}(A)$ is a connected basin for a given set of parameters, and as a parameter is changed $\mathcal{B}(A)$ has a contact with $CS$, after which a portion of $\mathcal{B}(A)$, say $\mathcal{B}_{hi}$, crosses $CS$ and enters a region $Z_{hi,2}$ with more preimages. This implies the creation of new portions of $\mathcal{B}(A)$ given by the new preimages $T_{-1}^{-i}(\mathcal{B}_{hi})$, $i = 1, 2$. If these preimages belong to regions $Z_k$, with $k > 0$, also other portions of $\mathcal{B}(A)$ are created after the contact, given by higher rank preimages of $\mathcal{B}_{hi}$. So, the global bifurcations which transform a connected basins into a non-connected one can be explained in terms of contacts of basin boundaries and critical sets. Portions of the critical set $CS$ and its images $CS_k = T^k(CS)$ can also be used to obtain the boundaries of trapping regions where the asymptotic dynamics of the iterated points of a noninvertible map are confined. In general, for an $n$-dimensional map, an absorbing region $\mathcal{A}$ (intervals in $R$, areas in $R^2$, volumes in $R^3$, . . .) is defined as a bounded set whose boundary is given by portions of the critical set $CS$ and its images of increasing order $CS_k = T^k(CS)$, such that a neighborhood $U \supset \mathcal{A} \exists$ exists whose points enter $\mathcal{A}$ after a finite number of iterations and then never escape it, since $T(\mathcal{A}) \subseteq \mathcal{A}$, i.e. $\mathcal{A}$ is trapping (see e.g. [10] for more details). Inside an absorbing region one or more attractors may exist. However, if a chaotic attractor exists which fills up a whole absorbing region then the boundary of the chaotic attractor is formed by portions of critical sets. Following Mira et al.

![Fig. 11. Qualitative representation of the effects of the Riemann foliation.](image)
In fact, in any neighborhood of a point of $CS_1$ there are at least two distinct points which are mapped by $T$ into the same point. Accordingly, the map is not locally invertible in points of $CS_1$, and (16) follows from the implicit function theorem. This property provides an easy method to compute the critical set for continuously differentiable maps: from the expression of the Jacobian determinant one computes the locus of points at which it vanishes, then the set obtained after an application of the map to these points is the critical set $CS$.

In the case of map (7) the set $CS_1$ can be obtained by imposing the condition $\det(J_f) = 0$, where $J_f$ is given in (8). What we obtain is a third degree equation with three variables. Of course, we can only manage it and its image $CS = T(CS_1)$ by numerical methods, with all the difficulties brought to light in Section 5, due to the problems of visualization of three-dimensional surfaces on a two-dimensional screen.
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